












The dyes were independently introduced in aqueous suspensions of TiO2 and 
the photocatalytic process used UV-Visible irradiation ( exc = 253.7 nm). The 

used set-up was an immersion photocatalytic reactor of the same type of the 

one represented in Figure 2. It was observed that the solutions bleached, 

becoming completely colourless at the end of the treatment. First-order kinetics 

were recovered when measuring the change in absorption of the dye solution at 
the max of each dye. The apparent rate constant was found to increase with 

catalyst load, in line with the heterogeneous photocatalytic nature of the 

process.  

In this case the kinetics were well described by a modified Langmuir-

Hinshelwood model, thus leading to the kinetic rate constants (k) and 

adsorption equilibrium constants (K) given in Table 2. 
 

TABLE 2 - Kinetic and equilibrium parameters for dye degradation 

Dye k / (mg L-1min-1) K / (mg-1 L) 
SG 1.58 0.0923 
ER 2.43 0.1428 
C2R 1.26 0.1284 

 

Catalyst deactivation due to the adsorption is one of the drawbacks to the 

application of TiO2 to photocatalytic degradation of organic pollutants. The 

observed colour change of the used catalyst may indicate the presence of 

chemisorbed species. By means of spectroscopic analysis (UV-Vis diffuse 

reflectance spectroscopy) of initial and used TiO2 catalyst, surface modification 

was confirmed. The used catalysts were treated thermally and re-used. The 

recovered photo-catalysts do show a slight decline on the rate of degradation, 

which could be attributed to the presence of adsorbed species on the active 

sites of the catalyst surface, or to change of the particle dimension, which may 

occur during the recovery process. 
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The study, here briefly described, is an example of how organic complex 

molecules, normally refractory to classical methods can be degraded by means 

of the heterogeneous photocatalytic process. 
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2. HOMOGENEOUS PHOTOCATALYSIS 

Hugh D. Burrows, M. Emília Azenha and Carlos J. P. Monteiro 
Departamento de Química da Universidade de Coimbra, Rua Larga, 3004-535 Coimbra, 
Portugal. 
 

Photochemistry is the study of the chemical effects of light absorption. It can 

therefore be considered an extension of spectroscopy. In this chapter we will 

concentrate on the catalytic photodegradation of substrates induced by the 

presence of light. Various interpretations and definitions of the concept 

photocatalysis have been given, and are discussed in the preceding Chapter. 

However, for our consideration of homogeneous photocatalysis we will take 

this to mean cyclic processes in a single homogeneous phase (usually the liquid 

phase) in which substrates react under the influence of light, leading to 

spontaneous regeneration of the catalyst such that this will allow the sequence 

to continue indefinitely until all the substrate has reacted. A more detailed 

discussion is given elsewhere1,2. 

In this Chapter, we will discuss both the fundamental basis of photochemistry 

and photocatalysis, together with some relevant applications. These include 

areas such as Advanced Oxidation Processes (AOPs) for treatment of 

pollutants3, solar energy conversion4, and photochemical synthesis of value 

added materials5. We will start with a brief review of basic photochemical 

processes.  

Visible and ultraviolet light, like other forms of electromagnetic radiation, have 

energy (E), which is given by the Planck relationship 

 

E = h  = hc/  

 

where  is the frequency, c the velocity of light in vacuum,  the wavelength 

and h Planck’s constant (6.626 x 10-34 J s). This is similar to the energy of many 
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chemical bonds, e.g. 400 nm (violet) light has an energy 3.1 eV (300 kJ mol-1), 

which is almost identical to the dissociation energy of the hydrogen-iodine 

bond in HI (299 kJ mol-1). Upon light absorption, this can dissociate to 

produce hydrogen and iodine atoms. 

HI + h     H  + I  

Light of shorter wavelengths has even higher energy and may, therefore, induce 

homolytic cleavage of many other chemical bonds. Of particular importance for 

the photochemistry of organic systems are weak bonds, such as peroxy 

(ROOR) or azo (RN=NR) linkages. Under certain conditions even stronger 

bonds, such as C-C or C-H ones, may photodissociate upon UV excitation. 

However, as we will see, many photochemical reactions do not involve this 

photodissociation pathway, but instead chemical change occurs through 

reactions of electronically excited states.  

There are certain spectroscopic and photophysical requirements for 

photochemical processes to occur. The first of these was presented nearly two 

centuries ago by Grötthus and Draper, and can be stated: “only light that is 

absorbed can induce a chemical change”. This is sometimes referred to as the 

First Law of Photochemistry, and indicates that at least part of the absorption 

spectrum of molecules must fall within the spectral range of the exciting light 

source. In Table 1 we show the various regions of the electromagnetic 

spectrum of interest in photochemistry, together with the corresponding 

energies of the radiation, while Table 2 gives the most important lines of the 

commonly used low and medium pressure mercury lamp6. Further details of 

the emission wavelengths of common lasers and other light sources, together 

with a discussion of the solar spectrum are given elsewhere6. 
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TABLE 1 - Approximate regions of the electromagnetic spectrum of interest 
in photochemistry. 

Region Wavelength / nm Energy  cm-1 Energy eV 

Near infrared 750-2500 13300-4000 1.65-0.50 

visible 400-750 25 000-13 300 3.10-1.65 

UV-A 320-400 31 250-25 000 3.87-3.10 

UV-B 290-320 34 500-31 250 4.28-3.87 

UV-C 220-290 50 000-34 500 6.20-4.28 

Far UV 190-220 52 630-50 000 6.53-6.20 

vacuum UV 40-190 250 000-50 000 31.00-6.53 

1 eV = 96.5 kJ mol-1 

 

TABLE 2 - Most important emission lines (in nm) with relative intensities in 
the spectra of low and medium pressure mercury lamps. 

Low pressure Medium pressure 

wavelength 
/nm relative intensity 

wavelength 
/nm 

relative 
intensity 

253.7 100 253.7 9.1 

296.7 0.74 302.3 16 

312.9 2.2 312.9 33 

365.4 3.0 365.4 100 

404.7 2.2 404.7 24 

435.8 8.0 435.8 37 

546.1 4.8 546.1 33 

  577.0 20 

  579.1 29 
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The UV-A and UV-B regions in Table 1 correspond to the regions of 

transmission of light by glass and the ozone layer of the atmosphere 

respectively. For photochemical processes using light of shorter wavelength it is 

necessary to use quartz reaction vessels and optics. General photochemical 

techniques have been described in detail elsewhere7. In addition to the above 

light sources, a number of cheap light emitting diodes and diode lasers are now 

available which are likely to be excellent excitation sources for photocatalysis.  

The Second Law of Photochemistry, due to Stark and Einstein, resulted from 

the development of quantum theory, and can be stated: “in the primary 

photochemical step each molecule will only absorb one quantum of light 

(photon)”. Although, particularly with the development of high power lasers, a 

number of multiphoton processes are known, and two-photon photochemistry 

is a rapidly developing area for chemical and biomedical applications8, the 

Stark-Einstein generalisation still holds true in the vast majority of cases.  

We can thus represent the primary process in photochemistry as light 

absorption to produce an electronically excited state (A*), which may reemit 

the light, lose the excess energy as heat, or undergo unimolecular or 

bimolecular reactions to form new products, in the processes:  

 

A + h   *  light absorption 

A*   + h ´ light emission  e 

A*  A + heat nonradiative processes  nr 

A*  products unimolecular photochemical reactions  upr 

A* + B  products bimolecular photochemical reactions  bpr 

 

From the Stark-Einstein relation we can introduce an important parameter to 

measure the relative importance of these processes, the quantum yield ( ). This 

can be defined as the number of molecules of reactant following a particular 
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pathway per photon absorbed. For a purely photochemical process the 

maximum quantum yield is 1. Some researchers prefer to use quantum 

efficiencies as percentages, such that the maximum yield is 100%. More details 

on this and general definitions can be found in the Glossary of Terms in 

Photochemistry, which has been prepared by IUPAC9. 

From the, Second Law of Photochemistry, the sum of quantum yields for 

purely photochemical reactions is 1, such that in the above scheme 

e + nr + upr + bpr = 1 

If we know the quantum yields of some of these processes from independent 

measurements, then we can calculate those of the other ones. We should note 

though that in a number of cases there may be secondary reactions following 

the initial photochemical step, such that quantum yields much greater than 

unity are observed. For example, the photolysis of chlorine in the presence of 

hydrogen involves the chain reaction 

 Cl2 + h   Cl  + Cl  

 Cl  + H2  HCl + H  

 H  + Cl2  HCl + Cl  

where the primary process is the homolytic photodissociation of a Cl-Cl bond. 

This produces chlorine atoms, which in subsequent secondary reactions form 

hydrogen and chlorine atoms as chain carriers, leading to very high quantum 

yields (> 103) of chlorine degradation or hydrogen chloride formation, in some 

cases with explosive results. Photochemically induced chain reactions may also 

be relevant in photocatalysis, particularly where reactive oxygen species such as 

hydrogen peroxide and hydroxyl radicals are involved. 
We will now consider in more detail the physical processes of deactivation of 

excited states. A fundamental concept in quantum theory is the Born-

Oppenheimer approximation, which states that we can break down the total 

energy of a molecule into a number of modes which can be treated 
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independently in terms of electronic, vibrational, rotational, translational and 

other contributions.  

Etotal = Eelectronic + Evibrational + Erotational + Etranslational + … 

This results from the fact that the magnitudes of the various contributions to 

the total energy of a molecule are very different, and provides us with the 

advantage that we can treat each of these energies separately. In 

photochemistry, the most important of these terms are the electronic and 

vibrational modes. We consider that each molecule has a well defined set of 

electronic states, and that associated with each of these there is a set of 

vibrational levels. Absorption of light of a particular wavelength will lead to an 

excited vibrational level of a particular electronic excited state. Boltzmann’s 

distribution law relates the relative populations of two states (n2/n1) to their 

energy difference ( E) 

n2/n1 = exp(- E/RT) 

and as a consequence, at equilibrium there must be many more molecules in the 

ground state than in excited states. Following light absorption, the excited 

states must therefore lose their excess energy to return to the ground state of 

the same or a different chemical species. The initial process is loss of excess 

vibrational energy, predominantly through collision with other molecules and 

subsequent conversion to thermal energy, i.e. heat. The process is termed 

vibrational relaxation, and this heat loss can be measured directly using 

photothermal techniques, such as photoacoustic calorimetry10,11, which provide 

valuable information on both the energetics and yields of these pathways. 

It is now necessary to consider a further dimension of electronic states, their 

spin multiplicities. Most organic and many inorganic molecules have a ground 

state in which all electron spins are paired – the singlet state (termed S0). Light 

absorption will normally produce an excited singlet state (S1), which typically 

has a lifetime of a few ns. However, there is a small but finite possibility that 

one of the electrons can invert its spin in a forbidden process to produce the 
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triplet state (T1) in which two electrons have the same spin. From Pauli’s 

exclusion principle, these must be in different orbitals. The ground (S0), and 

excited singlet (S1) and triplet (T1) states are represented schematically below, 

Figure 1. 

 
Figure 1- Schematic representation of singlet and triplet states. 

 

From quantum mechanics (Hund’s rule), the energy of the triplet state T1 will 

be lower than that of the corresponding singlet (S1). Triplet states also normally 

have much longer lifetimes than excited singlet states, with values typically of 

the order of s or ms in solution and even longer in the solid state. In solution, 

these are normally quenched in the presence of molecular oxygen to give 

submicrosecond lifetimes. As we will see later, these bimolecular quenching 

reactions of excited triplet states with molecular oxygen are of particular 

importance for photocatalysis since they frequently produce singlet oxygen or 

other reactive oxygen species. 

 Following vibrational relaxation to the lowest vibrational level of a particular 

excited electronic state, the molecule will now be transformed into a lower 

electronic state through radiative or nonradiative (radiationless) photophysical 

processes. The possible radiative processes, which will lead to light emission, 

are fluorescence, involving states of the same spin multiplicity  

(typically S1  S0) and phosphorescence involving states of different spin 

multiplicities (normally T1  S0). The nonradiative processes, which lead to the 

interconversion between isoenergetic levels of two electronic states, are internal 

conversion (IC) involving states of the same spin multiplicities and intersystem 
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crossing (ISC), where the processes occurs between states of different spin 

multiplicities.  

All these processes are commonly represented in terms of the Jablonski-Perrin 

diagram9,12, Figure 2, where the corresponding efficiencies are given as quantum 

yields ( ). A detailed understanding of the photophysics of these system also 

requires determination of the rate constants (k) and lifetimes  

(  = 1/k) of all the radiative and nonradiative pathways. These can be obtained 

from fast reaction techniques such as flash photolysis, pulse radiolysis and time-

correlated single photon counting13. 
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Figure 2 - Jablonski-Perrin diagram. 

 

One important approximation arises as a consequence of the relative rates of 

the various processes involved, the Kasha-Vavilov rule12. This can be expressed 

as: “photophysical and photochemical processes in general only occur from the 

lowest excited state of a given spin multiplicity”. This is a generalisation, and a 

number of important exceptions are known, particularly azulene, which 

fluoresces from emits S2 state9. Nevertheless, the Kasha-Vavilov rule greatly 

simplifies our treatment of photochemistry, since we normally only need to 
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consider the lowest singlet (S1) and triplet (T1) excited states of a particular 

molecule. 

Detailed description of the factors which affect the importance of the different 

radiative and radiationless processes are beyond the scope of this Chapter, and 

are given in any standard textbook of photochemistry12,14. However, we will 

indicate three factors which are particularly relevant for photocatalysis: 

(a) Radiative processes are generally favoured with structurally rigid 

compounds, such as aromatic systems. Further, within any group of aromatic 

compounds, systems having a more rigid structure will generally show higher 

fluorescence quantum yields than conformationally flexible ones. For example, 

the fluorescence quantum yield ( F) of biphenyl (1) in nonpolar solvents is 

0.18, whereas with the rigid fluorene (2), this increases to F = 0.686; 

(b) Triplet state formation is favoured by the presence of lowest lying excited 

states involving nonbonding electrons, such as the so-called n, * states present 

in carbonyl containing compounds14. For example, the formation of the triplet 

state of benzophenone (3) occurs with 100% efficiency (lowest excited state 

(n, *), T = 1)6, whereas with benzene (lowest excited state ( , *)) the quantum 

yield is much lower ( T = 0.25 in nonpolar solvents)6. This has been discussed 

in more quantitative detail elsewhere in terms of El Sayed’s rules15; 

(c) The presence of heavy atoms (halogens, metal centres, etc.) in molecules 

greatly increases the quantum yields of intersystem crossing (S1 ~> T1 and 

T1~>S0) through increased spin-orbit coupling, the so-called heavy atom 

effect.16 This is illustrated nicely with the quantum yields for triplet state 

formation of benzene ( T = 0.25), chlorobenzene ( T = 0.76) and 1,4-

dichlorobenzene ( T = 0.95)6. 
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In addition to the above intramolecular photophysical processes, another 

photophysical pathway which is of great importance in many systems, including 

photocatalysis, involves the intermolecular transfer of electronic energy from an 

excited donor molecule (D*) to an energy acceptor (A): 

D* + A    D + A* 

For this to occur, the excited state energy of A must be equal to or less than 

that of D. In addition, there are other requirements which depend on the 

energy transfer mechanism. The most important of these are the exchange 

mechanism associated with Dexter17, and the Förster mechanism involving 

dipole-dipole interactions18. Both of these require good overlap between the 

emission spectrum of the donor and the absorption spectrum of the acceptor. 

In addition, the Dexter mechanism normally proceeds via collision between 

excited donor and acceptor in its ground state, and requires a correlation 

between the overall spins of the initial and final donor-acceptor pair. More 

detailed discussion on kinetic and energetic aspects of energy transfer can be 

found elsewhere19. Probably the most important cases of Dexter transfer for 

photocatalysis involve the sensitisation of a triplet state by an appropriate 

donor, and the interaction between triplet donor and ground state (triplet) 

molecular oxygen to form singlet oxygen: 
3D* + A  D + 3A* 

3D* + O2 (3 g-)  D + 1O2* (1 g) 

Förster energy transfer does not require collision and can take place over 

distances much larger than molecular diameters (up to ca 100 Å). The most 

relevant cases for photocatalysis involve relatively rigid media. 
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Before discussing homogeneous photocatalysis, we will comment briefly on the 

effects of excitation on the chemical properties of molecules. From the Kasha-

Vavilov rule13, we will normally only consider the lowest excited state of a 

molecule with a particular spin multiplicity. Excitation of an electron from the 

highest occupied molecular orbital (HOMO) to the lowest unoccupied 

molecular orbital (LUMO) will change the electron distribution, and hence the 

chemical properties. Excited states are thus distinct chemical entities with 

different behaviour from the corresponding ground state. This includes 

properties such as oxidation potentials20and acidities21, examples are in Table 3. 

 

TABLE 3- Example of oxidation potentials and acidities in ground and 
excited states. 

Couple Eº / V(aH+ = 1 M)  Compound pKa  

UO22+ / UO2+ + 0.163 PhOH 10.0 

*UO22+ / UO2+ + 2.60  1PhOH* 3.60 
 
These will change the reactivity of excited states in relation to both redox and 

acid-base reactions. In addition, changes of electron density within the LUMO 

may favour other processes, such as atom transfer. Our discussion of 

photocatalysis will include examples of reactions in which these factors are 

driving forces. Naturally, with such a wide area it is necessary to be selective, 

and we make no apologies for focussing much of the discussion on our own 

work in this area. 

As a starting point, photosynthesis in green plants is often taken as a classic 

case of photocatalysis 

6H2O + 6CO2    C6H12O6+ 6O2 

This occurs in the chloroplast, and involves metalloporphyrins, in particular 

magnesium porphyrins, in a somewhat complex pathway. Although the general 

features are understood22, there are still outstanding questions, and this is 

probably not the best model for homogeneous photocatalysis. However, it does 
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show one important facet of many photocatalytic processes in that it involves a 

redox reaction, with oxidation of water to produce oxygen and accompanying 

reduction of carbon dioxide. The majority of homogeneous photocatalytical 

processes which have been studied involve related redox reactions. 

A further relevant result from the example of photosynthesis is the 

involvement of metalloporphyrins both as catalysts and light harvesting species. 

Porphyrins, phthalocyanines and related cyclic tetrapyrroles have very strong 

absorptions in the visible region and represent an extremely important class of 

homogeneous photocatalysts5,23-27. In many photocatalytical processes, the 

substrate (X) does not absorb light in the region of interest, but is activated or 

reacts through a photosensitised process via a sensitiser (Sens): 

 Sens  +  h    Sens* 

 Sens*  +  X  Sens + X* 

 X*  Products 

 (products)  1  

Porphyrins and related compounds have an intense absorption band (the Soret 

band) around 400-420 nm, and a series of weaker bands (Q bands) in the 500-

650 nm region28. They can therefore be used as good sensitisers with visible 

light. Two photosensitised pathways are typically presented13,29 for this class of 

compounds, Type I, involving atom or electron transfer, and Type II, which 

occurs in the presence of molecular oxygen and produces singlet oxygen. 

Type I mechanism involving electron transfer 
Sens  +  h    1Sens* 

Sens* + X  1(Sens X)* 
1(Sens X)*  Sens + + X -  (or Sens - + X +)  Products 

Type II mechanism 
Sens  +  h    1Sens*   3Sens* 

3Sens* + O2  Sens + 1O2* 
1O2* + X  Products 
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In the presence of water and/or oxygen both these pathways can produce a 

variety of reactive oxygen species, the properties of which are summarised 

below30. 
 

TABLE 4 – Oxidation potential and pKa of some reactive oxygen species. 

Species Eº / V 
(relative to NHE, [H+] = 1 M) 

pKa 

OH 1.90 ( OH/OH-) 11.9 ( OH/O -) 

O2
- -0.16 (O2/O2

-) 4.8 (HO2 / O2
-) 

HO2  0.75 (HO2 /HO2-)  
1O2* 0.83 (1O2*/O2

-)  

O3 1.01 (O3/O3
-)  

H2O2 1.44 (H+, HO2 /H2O2)  
 

We will start by considering some porphyrin sensitised reactions occurring 

through the Type II pathway. Singlet oxygen is a highly reactive species, which 

can react with double bonds either via cycloaddition to give endoperoxides or 

in the ene reaction to give hydroperoxides31. These have the weak peroxide and 

hydroperoxide bonds which can undergo further thermal or photochemical 

degradation, leading to formation of final products containing carbonyl and/or 

hydroxyl groups. Photocatalysed oxidation of 1,5-dihydroxynaphthalene (4) in 

air saturated solutions in the presence of different porphyrins leads to 

formation of the important compound 5-hydroxynaphthoquinone (5) (juglone) 

in high yields through formation of singlet oxygen and its subsequent reaction 

with the substrate5, Scheme 1. The porphyrin meso-tetrakis(2,6-

dichlorophenyl)porhyrin is found to be a particularly good sensitiser both in 

terms of product yields and photostability. The high yield of singlet oxygen 

formation with such chlorinated tetraphenylporphyrins probably results from 
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high S1 ~> T1 intersystem crossing yields due to the heavy atom effect. A 

detailed study of the heavy atom effect in porphyrins has been presented32. 

 

 
Scheme 1 

 

We should note that the lifetime of singlet oxygen is very strongly dependent 

upon solvent33,34, varying from 2 s in water, 32 s, 25 s in toluene, 40 s in 

acetonitrile and 700 s in carbon tetrachloride33. Choice of appropriate solvent 

conditions is therefore an important consideration in photocatalysed reactions 

involving singlet oxygen. In addition for designing such Type II photocatalysed 

processes, it can be valuable using available kinetic data for the reaction of 

singlet oxygen substrates in solution33,35. 

Similar Type II processes involving free base and metalloporphyrins as 

sensitisers have been used in the catalysed photodegradation of pollutants such 

as chlorophenols24,25 and triazine pesticides26. General aspects of the 

photodegradation of chlorophenols36 and pesticides37 have been given 

elsewhere. The compound meso-tetrakis(2,6-dichloro-3-sulfophenyl)porphyrin 

(6) and its metal containing derivatives (7) have been developed as particularly 

efficient photocatalysts.  
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As we have remarked earlier, incorporation of a heavy atom, such as chlorine, 

will significantly enhance the yield of triplet state formation, and hence of 

singlet oxygen production, whilst the sulfonate group makes the compound 

water soluble. As a model reaction, we can consider the photosensitized 

degradation of 4-chlorophenol (4-CP) (8) by iron meso-tetrakis(2,6-dichloro-3-

sulfophenyl)porphyrin (FeTDCPPS) (7, M=Fe) in aerated aqueous solution, 

which is shown to lead to formation of p-benzoquinone (9) and p-

hydroquinone (10) as main photoproducts, Scheme 224. 

 
Scheme 2 

 

In deaerated solution no p-benzoquinone was formed, while laser flash 

photolysis, time resolved singlet oxygen phosphorescence measurements and 

the slower rate of photolysis in aerated solution and in the presence of the 

singlet oxygen quencher sodium azide (NaN3) all supporting the idea that under 

these conditions, Type II sensitisation is one of the dominant mechanisms of 4-

CP degradation. However, there are also indications of direct reaction between 
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the excited porphyrin and 4-CP, indicating that there are two mechanisms 

involved in the chlorophenol photodegradation. The balance between the 

reactions seems to be strongly dependent on both the nature and metal ion 

involved25.  

Application of photocatalytic pathways to the degradation of pollutant 

molecules has as principal objective their photomineralisation, or conversion of 

organic species into relatively inert inorganic products such as carbon dioxide, 

water, halide ions and ammonia. Although porphyrins have excellent spectral 

and photophysical properties which make them good sensitisers using visible 

light, and their properties can be modulated by appropriate structural 

modification, considerable research is still necessary to produce photocatalytic 

systems with them which will lead to complete substrate mineralisation. In 

addition, there are problems with their long term photostability, which at 

present limits the number of catalytic cycles possible. 

Metal complexes avoid some of these limitations, and show strong potential as 

homogeneous photocatalysts. The uranyl ion (UO22+) is a strong oxidant in 

excited state but only weakly oxidising in ground state, and its photoreactivity 

has been described in detail elsewhere20,38. In addition, its luminescence and 

excited state absorption provide excellent tools to study mechanistic details of 

its photoreactivity, making it an excellent model compound for understanding 

details of homogeneous photocatalysis. Two main pathways have been 

identified, examples of which are given below. 

 Hydrogen atom abstraction 

*UO22+  + R2CHOH    UO2H2+  +  R2 COH 

UO2H2+   UO2+  +  H+ 

 Electron transfer 

  *UO22+  +  PhOH    UO2+  +  PhOH + 

The reduced uranium(V) species itself undergoes disproportionation in aqueous 

solutions 
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  2UO2+ +  4H+    U(IV)  +  UO22++  2H2O 

In addition, U(IV) and UO2+ are oxidised to UO22+ by molecular oxygen in 

aqueous solutions. With substrates such as alkanes, alkenes, alcohols and 

aldehydes, uranyl catalysed photoxidation with molecular oxygen has been 

demonstrated39. In addition, detailed mechanistic studies have been reported on 

the photocatalytic oxidation of alcohols through hydrogen abstraction40, and of 

chlorophenols through electron transfer41. The reaction with aliphatic alcohols 

is particularly valuable as it is stereospecific towards the -carbon atom.  

  *UO22+ +  R1R2CHOH  UO2H2+ + R1R2 COH 

    R1R2 COH + UO2 2+  R1R2CO + UO2+ + H+ 

However, one limitation is the relatively slow rate of reoxidation of U(V) or 

U(IV) to UO22+ by molecular oxygen, which depends on pH, oxygen pressure 

and the particular counter-ions used39,42. A more serious drawback is the 

concern over possible hazards associated with the use of the radioactive 

uranium. As a consequence, a considerable amount of research has been 

devoted to the development of other oxometallic species a potential 

photocatalysts. 

The most successful of these involve polyoxometallates (POM)43,44, which have 

the general formula MxOyq-. A good example is XW12O40z- (X=P, Si; Z=3, 4), 

whose structure is given below, in Figure 3. 

 
Figure 3 - Structure of XW12O40z-. 
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Polyoxometallate photocatalyst presents similarities both with that of the uranyl 

ion, and of inorganic semiconducting particles such as TiO243,44, and thus 

bridges the gap between homogeneous and heterogeneous photocatalysis. In 

many cases, reactions involve generation of the reactive hydroxyl radical (HO ). 

Both mechanistic36,37,45 and kinetic46 details are available on reactions of the 

hydroxyl radical with both organic and inorganic substrates. The most 

important reactions of the OH  radical are:  

 
Electron transfer 

HO  + P  OH- + P + 

 Hydrogen atom abstraction 

  HO  + PH  H2O + P  

Addition to aromatic rings 

  HO  + P  P-OH  

The radicals formed will then undergo further reactions to form the final stable 

products, leading in many cases to mineralization. We will consider other routes  

to solution generation of hydroxyl radicals, which have particular applications 

in AOPs, like below. 

 
 Hydrogen Peroxide Homolysis 

  H2O2 + h 2HO  

 Ozone photolysis 

  O3 + h   O2 + O  

  O  + H2O  2HO  

 Photo-Fenton reaction 

  H2O2 + Fe2+    Fe3+  +  OH + HO  

  Fe3+ + H2O + h     Fe2+  + HO  + H+ 

512 
 



Of these, only the photo-Fenton reaction is strictly photocatalytic. However, 

the other two routes means of photogeneration of hydroxyl radicals which 

involve relatively cheap substrates are also important in areas such as waste 

water treatment. The photo-Fenton reaction is strongly dependent upon pH47, 

and the most reactive species appears to be the complex Fe(OH)2+. Systems 

involving this species have been developed and shown to be capable of 

inducing the complete mineralisation of various organic pollutants48.  

In addition to the strongly oxidizing hydroxyl radical, a number of other 

inorganic radicals, including hydrogen atoms, hydroperoxyl radicals, HO2 , 

sulfate radical anion, SO4
-, dihalide radical anions, X2

-, and the azide. radical, 

N3 , can be produced and used in photocatalytic systems. Details on many of 

these can be found on the very valuable website of the Notre Dame Radiation 

Chemical Data Center49. We will consider the reaction of one of these, the 

SO4
- radical anion, produced in the sacrificial reaction between the excited 

tris(2,2’-bipyridyl)ruthenium(II) cation ([Ru(bpy)3]2+) and persulfate anion  

(S2O82-)50,51. 

[Ru(bpy)3]2+ + S2O82- + h     [Ru(bpy)3]3+  + SO4
-  +  SO42- 

The ruthenium complex has a strong absorption in much of the visible 

spectrum, making it suitable for photocatalysis using solar radiation, and 

possesses lowest excited state which can be both strongly reducing and 

oxidizing and whose properties have been extensively reviewed52. In this 

particular case, the excited ruthenium complex transfers an electron to the 

persulfate ion leading to formation of two strongly oxidizing species, the 

trivalent [Ru(bpy)3]3+ and the sulfate radical anion. In photoreactions in the 

presence of oxygen with substrates such as chlorophenols50,51, both the 

oxidizing species may react with substrate, in the former case leading to 

reduction of the ruthenium(III) complex back to ruthenium(II), making the 

overall process photocatalytic, and leading to less harmful compounds and in 

many cases to photomineralisation. We should note, however, that recent 
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results have questioned whether the SO4
- radical anion is the true oxidizing 

species when reactions are carried out in the presence of oxygen53, and more 

research is needed to clarify this. However, this does not detract from the 

overall efficiency of the process. 

Homogeneous catalysts in general suffer the limitation in comparison with 

heterogeneous ones that some separation process is needed for practical 

applications. The principal strategy to avoid this involves the immobilisation of 

photocatalysts on an inorganic or polymeric solid support. Aspects of 

immobilization of homogeneous catalysts in general have been reviewed 

elsewhere54,55. For photocatalysis, in which reactive radical species may be 

produced, inorganic supports, such as aluminas, zeolites and clays would appear 

to be particularly valuable, and this is currently an area of active research. 
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1.1. INTRODUCTION 

Electrode reactions occur through charge transfer, normally of electrons, 

between an electrode and an electroactive species immersed in a contacting 

electrolyte solution. The rate of these processes depends on the energy of the 

electrons which are transferred, as well as on the quantity present close to the 

electrode surface. The energy of these electrons can be altered by external 

control through the applied potential, thus directly determining the possibility 

and extent of the reaction and thence the ability to carry out oxidation and 

reduction reactions. The electrode itself can therefore be viewed as a 

controllable heterogeneous catalyst. Different electrode materials can influence 

the electrode kinetics by decreasing or increasing the activation energy barrier 

to electron transfer, manifested by a change in the potential necessary to carry 

out an oxidation or a reduction, the basis of electrocatalysis.  

In this chapter, the fundamentals aspects of electrode processes necessary for 

an understanding of electrocatalysis will be indicated and applications in sensors 

and in fuel cells will be described. 

 

1.2. ELECTRODE PROCESSES AND ELECTROCATALYSIS 

Electrochemistry is concerned with the study of phenomena associated with 

charge transfer and charge separation1. The charge transfer can occur 

homogeneously in solution or at the surface of electrodes immersed in 

electrolyte solution, at one of which occurs oxidation (anode) and at the other 
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reduction (cathode) in order to ensure electroneutrality. An electrical circuit is 

formed, via the electrolyte solution between the two electrodes and externally 

through conducting wires and possibly through a load. With a load, the energy 

change of the chemical reactions is converted into electrical energy which is 

used to power and send current through the external load (galvanic cell). By 

contrast, externally furnished electrical energy can be used to force non-

spontaneous chemical conversions to occur, which is the case in electrolysis 

(electrolytic cell). In both of these situations the conversion between chemical 

and electrical energy should be as efficient as possible. This means that the 

chemical species that reacts at the electrodes should be supplied at least as fast 

as it is consumed and that the kinetics of the electrode reactions is fast, 

corresponding to a low activation energy barrier. 

We now consider briefly the processes occurring at a single metallic electrode, 

illustrating with the simple case where the electrode acts only as a source or 

sink of electrons, the reaction being 

O+ne   R 

Here, O and R are the oxidised and reduced forms of the redox species in 

solution, respectively. There must be a correspondence between the energy of 

the electrons transferred between the electrode and the redox species in 

solution, i.e. the Fermi energy, EF, in the electrode, and the donor/acceptor 

orbital energy in the redox species. Reference to Figure.1 shows that in the case 

of reduction, there is a minimum energy that the transferable electrons from 

the electrode must have for transfer to be able to occur, which corresponds to a 

sufficiently negative potential (in volts).  In the case of oxidation, EF must be 

lower than the energy Eredox in order to be able to receive electrons from the 

redox species in solution, corresponding to a sufficiently positive potential (in 

volts). 
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Figure 1 - Scheme of electron transfer between a redox species in solution and an inert 
metal electrode. The externally controlled potential alters the Fermi energy, EF, the 
energy of the highest occupied electronic energy level in the electrode, facilitating 
reduction (more negative potential) or oxidation (more positive potential). The 
reduction process also shows an activation energy barrier (solid line) which can be 
reduced in height by electrocatalysis (dashed line). 
 

If the electron transfer were able to take place directly without any barriers to 

electron movement, then a modified form of the general Nernst equation  

 

can be directly applied at the surface of the electrode, where Eeq is the 

equilibrium potential for the concentrations of oxidised and reduced species 

with i their stoichiometric coefficients, E ' is the formal potential, F the 

Faraday constant (the charge corresponding to one mole of electrons) and R 

and T have their usual meanings. The formal potential is related directly to the 

standard electrode potential (the potential relative to the standard hydrogen 

electrode reference, taken as 0 V) and includes all activity effects with respect to 

species intervening in the electrode reaction in the electrolyte solution where it 

takes place. Experimentally, it is always the formal potential that is determined 

since it is the number of electrons transferred, i.e. the current, that is measured, 

which is proportional to the amount of chemical species, hence to their 

concentration. 
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In practice, the electrode process may not occur as predicted by the Nernst 

equation, owing to kinetic barriers, as shown in Figure 1. The rate of the 

electrode reaction is then governed by the kinetics. The formulation of 

electrode kinetics leads to expressions for the rate constants as 

ka = k0 exp[aanF(E - E ') /RT] 

for an anodic process, and  

kc = k0 exp[-acnF(E - E ') /RT] 

for a cathodic process. In these equations, ka and kc are the rate constants for 

anodic and cathodic processes, respectively, and k0 is the standard rate constant 

at the formal potential E '. The charge transfer coefficients a and c depend on 

the position of the activation energy barrier between reagents and products. 

Their values are usually around 0.5 for simple electrode reactions - large 

deviations suggest either a more complex electrode process when soluble 

species are involved, or occur in processes such as metal dissolution. Further 

details on electrode kinetics may be found in Reference 1.  

The extra energy (potential) which is needed to overcome the activation energy 

barrier is called the activation overpotential, or often just the overpotential, 

since kinetic limitations represent the most important source of overpotential in 

electrode reactions in most aqueous liquid electrolyte solutions.  

In this context, the essential role of an electrocatalyst can be readily 

understood, which is to reduce the height of the activation energy barrier, as 

can also be seen in Figure 1. In experimental terms, this means that the value of 

the standard rate constant is increased and that the reaction begins to occur at a 

less positive potential (oxidation) or at a less negative potential (reduction).  

A second type of overpotential can be identified, which is not due to the kinetic 

barrier. This is the concentration overpotential, arising in situations when 

species are unable to reach the electrode surface fast enough i.e. diffusion is too 
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slow. Since diffusion occurs along a concentration gradient, this means that an 

extra potential must be applied to induce a higher concentration gradient. 

In designing an industrial electrode process or a sensor it is normally required 

to reduce the overpotential to as small a value as possible, in order to improve 

the response and, in the case of electrolysis, save electrical energy. It means that 

electrocatalysts and good engineering of electrochemical cells are both needed. 

This can be aided by the judicious choice of electrode materials and much 

effort has gone and is continuing to go into this area. The structure of the 

interfacial region and the way that the redox species interacts with the surface - 

perhaps by being adsorbed as part of the reaction mechanism - can be highly 

important and which depends on both the electrode material and the electrolyte 

in which the reaction takes place.  

One further aspect which must be borne in mind is the potential range in which 

an electrode material can be used. This is usually limited by solvent 

decomposition - in aqueous solutions by the formation of oxygen (oxidation) 

or hydrogen (reduction), which is pH dependent.  Potential ranges can vary 

significantly as well as the associated overpotential. For example, at pH 7 

hydrogen evolution occurs at platinum electrodes at ~–0.42 V vs SHE whereas 

in the most extreme case of mercury it occurs at around –1.8 V vs SHE, so that 

- in principle - more possibilities of carrying out reduction reactions in aqueous 

electrolytes without hydrogen evolution become possible. (In practice this is 

little exploited due to mercury's toxicity and, unfortunately, no substitute for 

mercury with such a large potential range in the negative direction and which is 

non-toxic, has yet been found.).  

Additionally, now that it is possible to examine and design materials at the 

nanoscale, nanostructured materials are being investigated for electrocatalytic 

effects and which, besides reducing the overpotential, can also lead to 

significantly increased conversion efficiencies due to their high surface area. 
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Electrochemistry has had an impact in many fields, ranging from sensors and 

fuel cells (see below) to industrial electrolysis and batteries2. Industrially, one of 

the most important electrolysis processes which demonstrates the importance 

of electrode materials is the chlor-alkali process, the electrolysis of brine. The 

anode reaction is oxidation of chloride ion to chlorine and was formerly carried 

out at carbon electrodes, having an overpotential of ~0.5 V with extensive 

consumption of the anode material. With the invention of dimensionally stable 

anodes (DSA) which are precious metal oxides such as RuO2 on a titanium 

substrate, the overpotential was reduced to 40 mV and electrode longevity was 

significantly increased. Since then, DSA's have found application in a number 

of other areas such as in the degradation of environmental pollutants by anodic 

oxidation. Modern chlor-alkali cells also use a perfluorosulphonated cation 

exchange membrane to separate the anodic and cathodic reaction 

compartments; this type of membrane has also found application in proton 

exchange membrane fuel cells (see below). 

A second industrial example which had an important impact in the manufacture 

of Nylon 66 is the hydrodimerization of acrylonitrile to adiponitrile using 

bipolar electrodes in a stack in a mainly aqueous, complex electrolyte mixture 

which, besides increasing the selectivity of the conversion in relation to the 

alternative chemical route, also brought environmental benefits through the use 

of mainly aqueous solvents. Many other examples of industrial processes in 

which electrolysis has been successful in increasing selectivity, the electrode 

acting as a heterogeneous catalyst, often with the added benefit of 

electrocatalysis, could be given. The same electrochemical technology can often 

be applied to environmental treatment and clean energy conversion3. Often the 

electrochemical processes can be carried out at, or close to, room temperature, 

they can be continuously monitored and turned on and off when desired, and 

electrons are essentially clean reagents. The engineering of the cells is very 
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important in order to exploit the cell reactions and catalytic effects to the 

maximum.  
 

1.3. ELECTROCHEMICAL SENSORS AND BIOSENSORS AND 

ELECTROCATALYSIS 

An electrochemical sensor4,5 is a type of chemical sensor in which the 

transducer and sensorial element are combined: the electrochemical recognition 

reaction produces an electrical current which can then be analysed. This can 

have advantages in instrumental terms and in simplicity of operation. The 

selectivity and specificity of these sensors usually arises from the applied 

potential at which oxidation or reduction of the chemical species occurs and 

possibly also from the electrode materials. Electrocatalytic effects are inherent 

and the correct electrode material can permit the distinction between two 

analytes which would otherwise be oxidised or reduced at very similar 

potentials with overlapping response. Nevertheless, interferences caused by the 

reaction or adsorption of other substances present in complex matrices can 

occur, depending on the concentration level of potential interferents in the 

medium where the sensor is inserted, so that extra measures for increasing 

specificity and protection of the electrode surface may need to be taken to 

avoid them. 

In an electrochemical biosensor, the recognition element is biological and is 

therefore separate form the transducer. A further chemical reaction is then 

needed to transform the product of the biological reaction into an electrical 

current. Examples of biological recognition elements are enzymes, antibodies 

and bacteria, the aim of all of which is to add a very high degree of specificity 

to the sensor. 

In this section, examples of both types of sensor will be given based on recent 

developments using small, carbon film electrodes and using nanoparticle-

modified electrodes.  
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The carbon film electrodes are made from cylindrical carbon film electrical 

resistors, the carbon film being produced by pyrolysis in a rotating oven on a 

cylindrical ceramic substrate, length 6 mm and diameter 1.5 mm, which are 

then capped at each end with metal contacts and an external connecting wire. 

To make them into electrodes, one of the resistor's metal caps plus external 

connecting wire is removed, the other being sheathed and protected by epoxy 

resin to leave a cylindrical surface with end disc exposed. These electrodes are 

easy to make, are small and have interesting properties which them amenable to 

a variety of sensing applications, including in flow systems. 

Modification of electrode surfaces can lead to changes in the rates of electrode 

reactions. Recent investigations suggested that the modification of electrode 

surface by metal hexacyanoferrates would lead to interesting electrocatalytic 

effects, the motivation being mainly their use for measurement of the hydrogen 

peroxide produced in oxidase enzyme reactions, to be described in more detail 

below. Figure 2 shows current-voltage profiles obtained on cycling the applied 

potential following three different ways of forming films of copper 

hexacyanoferrate on carbon film electrode substrates6. Of particular note is the 

fact that the chemical deposition gives a profile which is most consistent with a 

simple oxidation/reduction between Fe(II) and Fe(III) in the film formed, and 

the Cu(I)/Cu(II) couple at lower potential s suppressed. Small kinetic effects 

are demonstrated by the close proximity of oxidation and reduction peaks 

which are of much higher intensity for Fe(II)/Fe(III) than for the other two 

preparation methods.  

The different profiles therefore reflect different film morphologies and 

structures, which have important effects on their electrocatalytic behaviour, 

confirmed by electrochemical impedance spectroscopy. 
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Figure 2 - Current voltage profiles by potential cycling (scan rate 50 mV s-1 in 0.05 M 
KCl solution of copper hexacyanoferrate films on carbon film substrates prepared from 
a solution containing 10 mM Cu2+, 10 mM K3Fe(CN)6, and 100 mM KCl: (–––) 
chemically by immersing the electrodes for 50 min in the solution of the precursor salts, 
(----) galvanostatically by applying a current of -100 mA cm-2 for 300 s, or ( ) by 
cycling the potential 25 times between +0.25 and +0.90 V vs SCE at 50 mV s-1. 
 

It was also discovered that ascorbate is particularly easily oxidised at copper 

hexacyanoferrate, at lower potentials than at other substrates7. This strategy 

was used to design a sensor that operates at 0.05 V vs saturated calomel 

electrode (SCE) reference compared to higher potentials for all others 

described in the literature, representing an enhanced electrocatalytic effect. 

Electrochemical enzyme biosensors very often employ oxidase enzymes, which 

usually consume oxygen and produce hydrogen peroxide. The latter can either 

be oxidised directly on an electrode, which occurs at a very high potential 

(around 0.7 V vs SCE at carbon), or can be made to react homogeneously with 

a redox mediator. The redox mediator is then regenerated at the electrode and 

the current necessary to make this happen is proportional to the concentration 

of the enzyme substrate (the analyte). This is the principle used in the 

disposable strip sensor for blood glucose for diabetics.  
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Metal hexacyanoferrates have been explored as redox mediators, but more 

recently electropolymerised neutral red dye has been investigated, the 

electropolymerisation being done directly on the electrode surface to form a 

thin film. The enzyme is then immobilised in a porous layer above this film by 

reticulation or encapsulation such that the enzyme substrate can diffuse in from 

the outside solution. An interesting response of this biosensor assembly was 

found. At the potentials used for this biosensor assembly, around -0.25 - 0.30 V 

vs SCE,  it would be predicted that the hydrogen peroxide produced during 

reaction of the enzyme substrate would be reduced, oxidising the polymer 

which then has to be regenerated by a reduction (cathodic current), Figure 3a - 

this was observed, for example, with pyruvate and pyruvate oxidase enzyme8. 

However, for glucose with glucose oxidase an anodic response was obtained9. 

The explanation for this is that the poly(neutral red) reacts directly with glucose 

oxidases's inherent co-factor flavine adenine dinucloeotide (FAD), as shown in 

Figure 3b. In fact, the two processes can compete - which is dominant depends 

on the concentrations of enzyme substrate and oxygen, indicative of a complex 

catalytic mechanism. 
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Figure 3 - Scheme of operation of poly(neutral red) (PNR) redox-mediated  enzyme 
biosensors operating at -0.25V vs SCE. (a) General scheme for reaction of hydrogen 
peroxide leading to a cathodic response (b) Specific case of reaction of glucose with 
FAD in glucose oxidase (GOx) leading to an anodic response. 
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A final example concerns the direct oxidation of monosaccharides10 which is 

known to be enhanced in the presence of copper, possibly due to Cu(III) 

surface species initiating the electrocatalysis. This was studied at several 

different electrode materials: glassy carbon modified by copper nanoparticles at 

open circuit or by electrodeposition, copper nanoparticle-modified gold and 

bulk copper. Each of them leads to a different response, the Cu-modified Au 

being found to be the most stable and with the largest linear range, being highly 

selective for monosaccharides, (fructose, glucose, galactose, xylose), as opposed 

to disaccharides.  

 

1.4. FUEL CELLS 

A fuel cell is, in effect, a type of battery in which the reactants are fed 

externally: there is a constant flow of fuel and oxidant to anode and cathode, 

respectively, in order to generate electrical energy11 and possibly some heat and 

chemicals12. It parallels classic combustion reactions with oxygen but with the 

major part of the energy being produced directly in electrical form. Today, most 

fuel cells are based on hydrogen fuel and the oxidant is oxygen - this has a 

benefit in that it does not increase the amount of carbon dioxide in the 

atmosphere. It is not practical to feed naturally-occurring hydrocarbons but 

they can be used to form hydrogen by steam reforming, for example methane 

with water leads to carbon dioxide and hydrogen. 

Figure 4 shows the basic construction of a fuel cell - it should be particularly 

noted that both the anode and cathode require electrocatalysts. 
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Figure 4 - Basic scheme of operation of a fuel cell 
 

The different types of fuel cells are: 

 PEMFC Proton exchange membrane fuel cell 

 DMFC  Direct methanol fuel cell 

 AFC  Alkaline fuel cell 

 PAFC   Phosphoric acid fuel cell 

 MCFC   Molten carbonate fuel cell 

 SOFC   Solid oxide fuel cell 

and the reactions that occur are: 

Cathode Anode

PEMFC O2 + 2H+ + 4e- 2H2O H2 2H+ + 2e-

DMFC O2 + 2H+ + 4e- 2H2O CH3OH + H2O CO2 + 6H+ + 6e-

AFC O2 + 2H2O + 4e- 4OH- H2 + 2OH- 2H2O + 2e-

PAFC O2 + 2H+ + 4e- 2H2O H2 2H+ + 2e-

MCFC        O2 + 2CO2 + 4e- 2CO3
2- H2 + CO3

2- H2O + CO2 + 2e-

SOFC O2 + 4e- 2O2- H2 + O2- H2O + 2e-

 

Important characteristics of fuel cells are shown in Table 1. The operating 

temperature varies from just above room temperature to 1000ºC and, in 

general, the efficiency increases as the temperature is raised, as does the 

maximum power generation. 
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TABLE 1 - Types of fuel cell and their principal characteristics 

 

Fuel cell type Typical electrolyte Operating 
temperature 

Catalyst Max. power 
output 

Efficiency Applications 

PEMFC* Solid organic 
polymer perfluoro-
sulphonic acid 

50-100ºC Pt on 
carbon 
support 

250 kW Electric 50 -  
  60% 

Back-up 
power, 
transportation 

AFC KOH (aq,) soaked in 
a matrix 

90-100ºC Variety 100 kW Electric 60 -  
  70% 

Military, 
space 

PAFC Liquid H3PO4
soaked in a Teflon-
bonded SiC matrix 

150-200ºC Pt 1 MW Electric 40% 
Total 85% 

Power 
generation 

MCFC Liquid solution of 
Li, K or Na 
carbonates soaked in 
a LiAlO2 matrix 

600-700ºC Variety 1 MW Electric 60% 
Total 85% 

Power 
generation 

SOFC Solid zirconium 
oxide + yttria 

650-1000ºC Variety 3 MW Electric 60% 
Total 85% 

Power 
generation 

   * DMFC are a subset of PEMFC, small and portable with power up to 100 W  
      and operating at 60-90ºC. 

Each cell has a number of advantages and disadvantages. One of the important 

criteria is the choice of catalyst, which can be an expensive part of the total 

cost, particularly if the catalyst is subject to poisoning. The PEMFC's solid 

electrolyte reduces corrosion problems and the low temperature means that 

start-up is fast, but it suffers from the disadvantage that the platinum catalyst is 

highly sensitive to any impurities in the fuel, particularly CO (so that CO2 must 

be removed), and hydrogen purification can represent a significant extra cost. 

The alkaline medium in the AFC increases the efficiency of the cathodic 

reaction, but any CO2 has to be removed from the fuel and air streams to avoid 

precipitation of carbonates. The PAFC has a high efficiency but the ratio of 

power to size/weight is not very good. Both the two high temperature fuel cells 

are highly efficient for power generation and are more flexible for use with 

other fuels, but suffer from a high corrosion rate owing to the elevated 

temperature, and start-up is slow. 

The ideal situation for any fuel cell is that no matter what current is drawn from 

it the cell voltage remains the same, at the reversible, thermodynamic value. 
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Theoretically this is possible, since the reactants can be supplied at a constant 

rate. However, in practice it is not the case for several reasons, which are due to 

the kinetics of the electrode reactions, the electrical resistance of both 

electrolyte and electrode, and difficulties with respect to the reactants being able 

to reach the electrode surfaces as higher currents are drawn.  

The practical performance of fuel cells will be illustrated for the PEMFC, for 

which the current-voltage characteristics are depicted schematically in Figure 5. 

In this type of cell13, the electrolyte is typically a thin (75-300 µm) 

perfluorosulphonic acid polymer membrane with an anode of Pt black and a 

cathode of platinized carbon. On the outside of each is carbon fibre paper (the 

gas diffusion layer) which allows the gases to permeate through into the porous 

electrodes, electrocatalyst being deposited on the surfaces of the pores to 

maximise contact. The electrolyte membrane serves to transport protons 

produced in the anode reaction to the cathode where they are needed for the 

reduction of oxygen. 

 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0

0.5

1.0

C

BC
el

l v
ol

ta
ge

 / 
V

Current / A cm-2

A
1.23

Reversible cell voltage

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0

0.5

1.0

C

BC
el

l v
ol

ta
ge

 / 
V

Current / A cm-2

A
1.23

Reversible cell voltage

 

Figure 5 - Basic performance characteristics of a PEM fuel cell. The three polarisation 
regions are due to: A activation polarisation (reaction rate losses), B ohmic polarisation 
(resistance losses), C concentration polarisation (gas transport losses). 
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Reference to Figure 5 shows that there are three regions in the current-voltage 

curve. In region A, kinetic effects reduce the cell voltage, which is then 

followed by a straight line region, B, where ohmic losses predominate. Finally, 

at much higher currents insufficient supply of reactants causes the cell voltage 

to fall further. The main challenges for this, and all fuel cells are therefore seen 

to be first to reduce the activation overpotential in region A by employing 

improved electrocatalysts, secondly to reduce the resistance of the cell 

assembly, possibly by improved or thinner electrolyte membranes, in region B 

and last, to improve the characteristics of the gas diffusion layer and the 

electrocatalyst, where nanostructure plays an important role. As an example of 

this, metal nanoparticles grown and held within dendrimers in layer-by-layer 

structures can be particularly effective as electrocatalysts for oxygen reduction, 

as was recently shown14.  

Much effort is devoted to all these questions as well as to the engineering 

associated with making robust cells and cell stacks and with adequate storage of 

the hydrogen fuel. This is particularly important for some for the applications 

which are now being, such as transportation by fuel cell hybrid vehicles and 

portable power sources for instruments and portable computers. 

A final interesting application of fuel cells but with power output in the µW 

range is biofuel cells15. These fuel cells use biocatalysts, i.e. enzymes or 

microbes, and once again, operation consists in separating the oxidation and 

reduction reactions that occur naturally and harnessing this energy as electrical 

energy. One of the advantages is that they operate under mild conditions, i.e. 

near neutral pH and 20~40ºC.  

One of the first successful examples of a microbially catalysed system is direct 

electrochemical communication of Shewanella putrefaciens with an anode via 

cellular membrane cytochromes16 
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Lactate      microbes wastes + (membrane_cytochrome)–

Anode: (membrane_cytochrome)– (membrane_cytochrome) + e–

Cathode: O2 reduction

Lactate      microbes wastes + (membrane_cytochrome)–

Anode: (membrane_cytochrome)– (membrane_cytochrome) + e–

Cathode: O2 reduction

 

 

which eventually leads to carbon dioxide and water, being used for feedstock 

destruction. 

Enzyme based systems have usually been geared towards special applications 

where small amounts of power are needed for implantable devices, sensors, 

drug delivery etc.17. The anode can incorporate an oxidising enzyme and the 

cathode a reducing enzyme. An important example is a specially-functionalised 

glucose oxidase (GOx) attached to a gold electrode which follows the sequence 

of reactions shown below18. 

 
Au-elec.-PQQ-FAD-GOx + Glucose Au-elec.-PQQ-FADH2-GOx + Gluconic acid
Au-elec.-PQQ-FADH2-GOx Au-elec.-PQQH2-FAD-GOx
Au-elec.-PQQH2-FAD-GOx Au-elec.-PQQ-FAD-GOx + 2H+ + 2e–

Cathode: H2O2 reduction with microperoxidase

 

 
with oxidation of glucose to gluconic acid, the hydrogen peroxide produced by 

this reaction being reduced at the cathode. The cell voltage was 0.3 V and the 

power output 160 µW. Since this cell was conceived, many improvements have 

been suggested to increase the robustness of the system with the eventual aim 

of making biofuel cells the power source for a continuously operating glucose 

monitor for diabetics. 

 

1.5. FINAL REMARKS 

It is hoped that this chapter has shown the catalytic nature of electrode 

processes as well as the importance of electrocatalysts in the conversion of 

chemical substances and in the generation of electrical energy. The examples 

shown of sensors and fuel cells indicate an increasing importance in the future 
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owing to the present concerns of increasing energy efficiency and of clean 

sources of power, together with the high selectivity and specificity that can be 

obtained in electrochemical processes, electrochemical sensors and 

electrochemical power sources.  
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SUMMARY 

Electron-transfer (ET) is known to induce a wide variety of reactions and 

processes which, in some cases, can be of a catalytic nature, namely within the 

following general types: redox or mediated ET catalysis (in particular 

coordination electrocatalysis) and electron transfer-chain (ETC) catalysis. The 

bases of these forms of catalysis and of their applications in synthesis are 

presented, with focus on the apparent contradiction with Thermodynamics and, 

for the latter type, on the role of the electron as a catalyst, what confers a 

“magic” behaviour with a number of advantages over conventional processes, 

namely in terms of energy saving. 

Examples of significance in Coordination, Bioinorganic and Organometallic 

Catalyses are discussed, namely involving the Michaelis-Menten electrocatalytic 

oxidation of biological thiols by Amavadine as an ET mediator, reduction of 

dinitrogen to ammonia (nitrogen fixation), isomerization of a carbonyl complex 

and alkyne polymerization. 

 

2.1. INTRODUCTION 

The word “Electrocatalysis” immediately reminds us of the relevance of the 

involvement of an “Electron” and of “Catalysis”, somehow associated. The 

participation of the former (“electron”) can be considered in a simple electron-

transfer (ET) step in which, for instance, an oxidized form of a molecule (Sox) is 
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reduced to the corresponding reduced form (Sred). From this simple ET often 

results a chemical reaction (C) which thus is induced by ET, in an overall 

process denoted by EC (E: electron transfer step; C: chemical step – reaction 

1). 

  (1) 

    

Let us now consider at which stage we can introduce a catalytic behaviour: 

either to the chemical reaction (C) or to the electron-transfer (or the electron 

itself). 

The former usually corresponds to a process of Chemical Catalysis in which the 

formation of an active species is promoted by an ET and does not fit the aim 

of this work, while the latter situation, in contrast, falls within the scope of 

Electrocatalysis.  

Two relevant types of Electrocatalysis can now be introduced. In one of them 

the catalysis is associated to ETs in reverse directions, via a mediator between 

the electrode (or, more generally, a suitable redox agent) and the substrate , 

Scheme 1. Hence, e.g., reduction of the mediator (Mox) at the electrode leads to 

an active form (Mred) which reduces the substrate (Sox  Sred), being reoxidized 

to the inactive Mox form which, however, upon reduction at the electrode (there 

is charge consumption), regenerates the reducing active form (Mred). The 

mediator thus acts as the catalyst in this type of Electrocatalysis that is named1 

“Mediated ET Catalysis” or “Redox Catalysis”. 

In the other type of Electrocatalysis, the electron itself is the catalyst, being 

consumed and regenerated along the catalytic cycle which involves no overall 

charge consumption, apart from a limited initial one just to trigger the process, 

Scheme 2. This type of Electrocatalysis is known1 as “ET Chain Catalysis” 

(ETC Catalysis) 
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(other designations have been given, such as “Electrocatalysis”, in a more 

simplified but less clear way). 

 

Sox Sred

Pox
Pred

e

Mred

Mox

Sox

Sred Pe

Catalyst: Electron

Scheme 2

Catalyst: Mediator

Scheme 1  
In the following sections, the above forms of Electrocatalysis1-3 will be treated 

in greater detail and illustrated with examples that, in some cases, have been 

investigated in the author’s laboratory. They often involve coordination 

compounds i.e. those with a central metal coordinated by various ligands, with 

significance in Coordination, Bioinorganic and/or Organometallic Chemistries. 

However, applications in other fields, namely in Organic Chemistry4, are also 

well documented. 

 

2.2. MEDIATED ET CATALYSIS OR REDOX CATALYSIS 

2.2.1. Relevance in Biology and in Chemistry 

This type of catalysis concerns an oxidation or reduction, either chemical or 

electrochemical, by a catalyst that acts as a mediator for the ET between the 

redox agent (either a chemical reagent or the electrode) and the substrate, 

Scheme 1. 

It has relevance in Biology (see, e.g. the regeneration of the reduced FeII form 

of cytochrome P-450 via a chain of ET-mediators, Scheme 3), in Chemistry 

(see, e.g. the regeneration of active PdII in the Wacker oxidation of ethylene to 

acetaldehyde, Scheme 4) and in Electrochemistry in which the reducing or 

oxidizing agent is an electrode, as discussed below in more detail. 
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2.2.2. Mediated ET Electrocatalysis or Redox Electrocatalysis 

2.2.2.1. Indirect and direct ET. Driving a thermodynamically 

unfavourable ET 

In order to better understand the process and the role of the mediator, let us 

compare the situations with and without the use of the mediating agent, which 

correspond to an indirect and a direct ET between the electrode and the 

substrate, respectively. 

In the former case (indirect or mediated ET), Scheme 1 assumes the form of 

Scheme 5a), while the direct ET can be represented by Scheme 5b), both 

assuming a reductive process (similar treatments could be applied, mutatis 

mutandis, to an oxidative process). 
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Scheme 5 

 

A relevant difference concerns the required applied potential at the electrode: 

while for the direct ET the potential has to be that required for the reduction of 

the substrate, in the case of the indirect ET, everything proceeds at the 

potential required for the reduction of the mediator, what can be much more 

accessible (less cathodic for a reduction process or less anodic for an oxidation 

one), thus resulting in an energy saving. This effect can be quite dramatic, 

corresponding (see below) to the use of a more favourable potential up to ca. 

1.0 V!  

In other words, for the case of the reduction, we are using a mediator, with a 

Mox/red redox potential that can be much higher (less cathodic) than that of the 

substrate (S ox/red), to act as a reducing agent of the latter, in apparent conflict 

with the thermodynamics, since the thermodynamically favourable reaction 

would be the reversed one, i.e., the mediator acting as an oxidizing (rather than 

a reducing) agent of the substrate (see also below)! 

This intriguing behaviour, which corresponds to driving an unfavourable ET 

(against the normal redox potential gradient), can be accounted for by 

considering the following effects on shifting the equilibrium  

Mred + Sox  Mox + Sred towards the thermodynamically unfavourable products 

(Mox and Sred): the consumption of Sred to give the final product P via an 
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irreversible reaction, Scheme 5a), and the consumption of Mox by its reduction 

(to Mred) at the electrode. 

Hence, the remarkable reduction of the substrate by a mediator that would be 

expected to act as an oxidant rather than a reducer, is a consequence of the 

catalytic nature of the mediator (regeneration of the reduced form by reduction 

of Mox) and of the conversion of Sred into the final product P, in a 

thermodynamically acceptable (although not immediately perceptible) way. 

Let us now quantify these effects. The equations involved, Scheme 5a), can be 

indicated in the more common forms (2) (heterogeneous ET), (3) 

(homogeneous ET) and (4) (irreversible chemical steps), where k1, k2 and k are 

the rate constants of the corresponding reactions and Keq is the equilibrium 

constant of the homogeneous ET (it has a value << 1 on account of the 

thermodynamically unfavourable character of this reaction). 

PkSred

Mox   +   Sred
k2

k1Mred    +   Sox

MredMox  +   e- (2) 

 

(3) 

 

(4) 
         

The kinetics, referred to the substrate, are given by equation (5) which, under 

the steady-state hypothesis expressed by equations (6), assumes the form (7) or 

(8), the latter by considering the definition of Keq 

 

-d[Sox]/dt = k1[Mred][Sox] - k2[Mox][Sred]     (5) 

d[Sred]/dt = 0 =    (6) ]k[S-
]/dtd[S

]][S[Mk-]][S[Mk red

ox-

redox
2

oxred
1

d[Sox]/dt = -k[Sred]       (7) 

d[Sox]/dt = -k Keq 
][M

]][S[M
ox

oxred

      (8) 
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Hence, the kinetics of the electrocatalytic process are determined not only by 

the unfavourable equilibrium constant Keq but also by the rate of the final 

chemical reaction (k) and by the ratio of the concentrations of the active 

(reduced) and inactive (oxidized) forms of the mediator, [Mred]/[Mox], which is 

promoted by a high rate constant for the heterogeneous ET (reaction 2). 

Therefore, a low value of Keq (even much lower than 1 as expected from the 

known expression (9) in which Eo, given by equation 10, is < 0) can be 

compensated by a high value of the rate constant k, making possible the 

reduction of the substrate at the more accessible reduction potential of the 

mediator which interestingly (opposing the thermodynamic gradient) is acting 

as a reducing agent of the substrate. 

o
eq E

RT
nF K ln        (9) 

Eo = Eo(Sox/red) - Eo(Mox/red)                (10) 

 

Obviously, related considerations would apply to oxidations. 

 

2.2.2.2. Properties and types of mediators 

A number of requirements has to be followed in order that a species can act as 

a mediator such as: 

- Its redox potential has to be more accessible (i.e., less cathodic for a 

reduction, or less anodic for an oxidation) than that of the substrate; 

otherwise, the direct reduction or oxidation of the substrate, rather 

than the mediator, would occur. 

- The ET of the mediator should be reversible (equation 2) and both 

redox forms, Mox and Mred, should be stable. To account for these 

features which can allow the use of a catalytic amount of the mediator, 

both redox forms should present nearly identical structures. 
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- The ETs of the mediator with the electrode and with the substrate 

should be fast, thus overcoming the usual overpotential (difference 

between the electrode potential and the normal potential of the 

substrate) required for the direct (heterogeneous) reduction (or 

oxidation) of the substrate particularly if involving bond breaking or 

formation. In fact, the heterogeneous ET is confined to the restricted 

two-dimensional space of the electrode surface, whereas the 

homogeneous ET (between the mediator and the substrate) occurs in 

the three-dimensional space of the bulk solution, allowing to optimise 

their mutual orientation for the minimum activation energy for ET. 

- Electrode passivation by the mediator should be negligible. 

- Both mediator redox forms should be soluble in the electrolytic 

medium (except in biphasic systems). 

Two main types of mediators have been considered, named by Shono3 as 

homomediators and heteromediators (or chemiomediators). More complex 

designations were given by Savéant: redox catalysts and mediators of chemical 

catalysis with electrochemical regeneration, respectively. We’ll follow the 

former names, for simplicity reasons. 

A homomediator acts as a simple ET agent to (from) the substrate, being 

involved in an outer-sphere type mechanism. Examples include metallocenes 

(e.g. ferrocene/ferricinium) or aromatic amines NAr3o/+ redox pairs for 

oxidations, and polyaromatics (o/-) for reductions. In biological systems, 

flavodoxins, Fe/S proteins (e.g. ferredoxins) or cytochromes can also behave in 

such a way. 

A homomediator can allow the use of a more favourable potential up to ca. 0.6 

V relatively to that of the direct reduction (or oxidation) of the substrate. 

In the case of an hetero- or chemio-mediator, the ET occurs by a chemical 

reaction (bond formation) between the mediator and the substrate, following an 

inner-sphere mechanism, the redox reaction being coupled to a chemical one. 
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Such a type of behaviour is typically displayed by transition metal ions and their 

complexes, positively charged halogenated species, hypohalous ions or halogens 

obtained by anodic oxidation of halide ions. 

The use of a heteromediator can lead to a saving of up to ca. 1.0 V in 

comparison with the potential required for the direct reduction (or oxidation) 

of the substrate. 

 

2.2.2.3. Coordination electrocatalysis 

Relevant situations in electrocatalysis are provided by using metal complexes 

(coordination compounds) as mediators, namely as heteromediators (the field 

then being named Coordination Electrocatalysis). 

An intermediate complex (MS) is formed between the mediator and the 

substrate (S), Scheme 6, and the process occurs at the redox potential of this 

intermediate, rather than at those of the free mediator M or the free substrate 

(S). Moreover, upon coordination to M, the substrate can be further activated 

towards ET, and remarkably large over potentials (up to ca. 1.0 V) can be 

overcome. More complex variations of such a type of electrocatalytic processes 

are known, e.g. when the active form of the mediator (M) is generated by ET to 

(from) an inactive one but are not considered further. 
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2.2.2.4. Indirect versus direct electrosynthesis 

The redox catalysis (or mediated ET catalysis) is based on an indirect ET 

process, as we have discussed above, and can be used for preparative purposes, 

thus being applied to indirect electrosynthesis. 

In this type of electrosynthesis, the product is formed at the redox potential of 

the mediator rather than at that of the substrate, in contrast with the direct 

electrosynthetic methods, and the main advantages of the former are as follows: 

- Use of a more favourable potential, what can also result from the 

following features; 

- Decrease of the electrode passivation (the only species that undergoes 

ET with the electrode is the mediator) which is common during the 

direct electrolysis and could lead to a drastic current density decrease; 

- Overcome of the overpotential required by the direct electrolysis for an 

acceptable current density (such a requirement in the case of the direct 

electrolysis results from the above reason and from the restriction of 

the substrate, in this type of electrolysis, to the two-dimensional space 

of the electrode surface); 

- Possible control, in some cases, of the number of transferred electrons 

upon selection of the type of mediator (a single- or a two-electron 

transfer); 

- By using an activating metal centre, a reaction that is impossible for the 

free substrate may become viable in coordination electrocatalysis, e.g. 

N2, CO2 or organohalide reduction upon binding to a suitable 

activating metal centre (the coordination of the substrate to the metal 

site is usually a selective process and thus the coordination 

electrocatalysis improves the selectivity in comparison with the direct 

electrosynthesis); 

- From the above, the following two relevant advantages can be stressed: 

energy saving and selectivity gain. 
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2.2.3. The first Michaelis-Menten type mechanism in 

electrocatalysis. Amavadine as an ET mediator for the oxidation 

of thiols. 

Amavadine is an intriguing natural bare vanadium complex present in some 

beautiful amanita toadstools, formulated as an octacoordinated V4+ complex 

with two tribasic forms of 2,2'-(hydroxyimino)dipropionic acid,  

[VL2]2- [L = -ON{CH(CH3)(COO-)}2 = HIDPA3-]. Its molecular structure, as 

well as that of its model [VL2] 2- [L = -ON(CH2COO-)2 = HIDA3-] are depicted 

in Scheme 7. 
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Both amavadine and its model undergo, in aqueous medium and at a Pt 

electrode, a fully electrochemical and chemical reversible VIV/V oxidation and 

act as ET mediators for the electrocatalytic oxidation of some thiols (HSR), 

such as mercaptoacetic or mercaptopropionic acid HS(CH2)nCOOH (n = 1 or 

2, respectively) and cysteine  HSCH2CH(NH2)COOH, to the corresponding 

disulfides RS-SR which were isolated upon bulk preparative indirect 

electrolyses,5 Scheme 8.  
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The mechanism was studied in detail by digital simulation of cyclic 

voltammetry5 and shown to exhibit a saturation effect with the concentration of 

the thiol, involving Michaelis-Menten type kinetics with formation of an 

intermediate species {V.HSR} (with half-life time of ca. 0.3 s) derived from the 

interaction of the substrate with the oxidized vanadium (V) complex (the active 

form of the mediator which acts as an inner-sphere oxidant of the thiol). 

 

k2

k-1

k1

VIV   -   e-               VV                   ET at the electrode

VV   +    HSR             {V.HSR}             inner-sphere

{V.HSR} VIV + 1/2 RS-SR + H+  
 

Scheme 9 

 

The implications of this study were quite interesting. It suggested a possible 

biological role of Amavadine in the defensive system of the mushroom by S-S 

cross-coupling of protein fibers in damaged tissues. Even more importantly, it 

showed that Amavadine, in spite of its simplicity, could have a behaviour 

typical of an enzyme, following Michaelis-Menten kinetics. As a further step, 

since vanadium-haloperoxidases are well known, could Amavadine behave as 

an haloperoxidase or even a peroxidase towards some types of substrates? This 

oriented our subsequent research that lead to the discovery that Amavadine 

550 
 



and other V-complexes are quite remarkably efficient catalysts for the single-

pot partial oxidation of alkanes under mild conditions,6-11 i.e. (i) their 

peroxidative oxidation to alcohols and ketones, (ii) their peroxidative 

halogenation to organohalides, and (iii) their carboxylation to carboxylic acids. 

These catalytic studies were inspired on the above electrocatalytic behaviour. 

 

2.2.4. Electrocatalytic reduction of dinitrogen to ammonia 

mediated by a metal centre 

Dinitrogen (N2) is a very stable species, with a strong N-N triple bond, a very 

negative electron affinity (very difficult to reduce) and a very high ionisation 

potential (very difficult to oxidize). It corresponds to a main abiotic source of 

nitrogen, an essential element to life, but cannot be assimilated by living 

organisms. For this purpose, it has to be firstly reduced to ammonia (NH3), 

which can be incorporated in the living matter. This conversion is very energy 

demanding but can be achieved in Nature, under ambient conditions, by 

metalloenzymes called nitrogenases, and the process is named Nitrogen 

Fixation. Concomitant proton reduction also occurs in the biological systems 

and the overall reaction normally follows a 8H+/8e- process (reaction 11). 

 

N2  +  8H+ + 8e-              2NH3  +   H2                (11) 

 

In contrast, the industrial Haber process for the synthesis of ammonia from N2 

and H2, developed in the early XXth century, requires quite drastic conditions, 

at high temperatures and pressures, in the presence of a solid metal catalyst. 

However, the field of Chemical Nitrogen Fixation12 underwent an effective 

impetus since the 60s due to remarkable achievements from the pioneering 

works of Vol'pin , Allen and Senoff, Chatt, Richards, Leigh, Hidai, Berclaw, 

Shilov, Tamaru, van Tamelen, etc. 
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A common feature of all these systems is that N2 is activated by coordination to 

a suitable transition metal centre, what results in a weakening of the NN bond, 

in an asymmetric electronic distribution and eventually in a promotion of its 

chemical reactivity. A particularly interesting case was provided by van 

Tamelen,13 involving the electrochemical reduction of N2 to NH3 by a system 

composed of titanium(IV)iso-propyloxide [Ti(OPri)4]/Al(OPri)3/naphthalene 

(Np) in 1,2-dimethoxyethane, according to Scheme 10. 

 

[Ti(OPr
2e

H+

Np Np
(TiIIN2

III)6

TiII
TiIIN2

Al NiCr

Al3+

AlIIIN III

N2
i)4]

NH3

anode cathode

 
Scheme 10 

 

Naphthalene behaves as an outer-sphere ET mediator between the Ni/Cr 

cathode and a dinitrogen TiII species formed by coordination of N2 to a TiII 

centre (derived from cathodic reduction of the starting TiIV complex). The 

active TiII centre acts an inner-sphere ET mediator to N2 which, upon stepwise 

reductive steps, is converted to nitride (N3-). 

The nitrile ligand is abstracted by Al3+ (Lewis acid) formed at the Al anode, to 

form aluminum nitride, AlN, with regeneration of the active TiII which further 

binds N2 and the reductive cycle is repeated. Final nitride hydrolysis, after the 

electrolysis, liberates the ammonia (yield of ca. 6 mol NH3/mol Ti). 

552 
 



This interesting process combines a form of coordination electrocatalysis (the 

TiII-N2 species corresponds to the complex MS of Scheme 6 with the use of a 

homomediator [naphthalene in this case, or M in Scheme 5a)] that promotes 

the ET between the electrode and the complex MS. It thus occurs at the very 

favourable reduction potential of naphthalene, instead of the extremely 

cathodic potential required by the direct reduction of N2. 

Based on a systematic chemical and electrochemical investigation of Mo- or W-

dinitrogen complexes with phosphine ligands, Chatt and Richards have 

proposed a stepwise pathway, Scheme 11, for the biological reduction of N2 to 

NH3.12 

N2 is activated by coordination to a metal centre (M) of the active site of the 

enzyme (although not yet established, the metal can be Mo or V, in the Mo- or 

V-nitrogenases, respectively, or Fe in such cases or in the alternative 

nitrogenase without Mo and V). The metal centre M not only activates N2 to 

protonation, but also acts as an inner-sphere ET mediator (heteromediator) to 

N2 and the derived protonated/reduced forms. 

The N2 reduction is thus occurring at the reduction potentials of the M-N2 and 

derived species, which are much more accessible than that required by free N2. 

The model can be viewed as a complex example of coordination electrocatalysis 

in which the reducing agents are natural reducers instead of a cathode. It can 

also account for the liberation of H2 upon concomitant proton reduction, via 

formation of a di-hydride intermediate, MH2, from which H2 is evolved upon 

replacement by N2. 
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2.3. ET CHAIN (ETC) CATALYSIS 

This type of Electrocatalysis was initially found in Inorganic Chemistry by 

Taube. The reaction is triggered by ET, but the electron (or electron hole) is the 

catalyst and commonly there is no overall net redox change between the 

reagent (A) and the product (B) (overall reactions 12 or 13). The first 

applications in Electrochemistry were reported by Savéant, Amatore and 

Feldberg. 

As the ET agent, one can use an electrode, an initiator or even light. As 

examples of one-electron oxidative initiators one can cite [RuIII(bpy)3]3+, 

ArN3.+, Ag+ or [FeIII(Cp)2] .+ (Cp = 5-C5H5), while one-electron reductive 

initiators include Na, Na+(C10H8) , Na[MnI( Cp*)2] (Cp* = 5-C5Me5), 

[FeI(Cp*)(C6Me6)]., [Fe0(C6Me6)2], [CoII(Cp*)2]., [FeI(Cp)(C6H6)].. 

 

 

A
+- e

B (

A  +  C
e-+

12)

B  +  D (13)
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Most of the general types of reactions have been electrocatalysed according to 

the above pattern, namely ligand exchange (the most usual case), insertion or 

dissociation, isomerization and chelation, but not oxidative addition. 

 

2.3.1. ETC catalytic isomerization 

The relative isomeric stability of coordination compounds is often dependent 

on the metal oxidation state and on the electron count of the molecule and a 

geometrical isomerization can be induced by simple ET. The subject has been 

reviewed14,15 and the conversion in a few cases can proceed via ETC catalysis, 

as observed16 in the cis-to-trans isomerization of the carbonyl complex  

cis-[ReCl(CO)(dppe)2] (dppe = Ph2PCH2CH2PPh2) that is triggered by an 

oxidative initiation and which we have investigated in detail. 

Let us first understand the basis of the catalytic process [the overall reaction is 

given by equation (14), in which A is the cis-carbonyl complex and B is the 

trans isomer, in the same redox state]. The reaction starts with an oxidative 

initiation step, denoted by E  (1, Scheme 12), by a catalytic amount of an 

oxidizing reagent (initiator I+), an anode or light (for a reductive initiation, a 

related Scheme could be easily proposed). 

This oxidation leads to an acceleration of the overall reaction (cis-to-trans 

isomerization, i.e. A+   B+, first propagation step 2) due to a high kinetic gain 

at the radical 17-electron A+ and B+ species which are less stable than the parent 

18-electron complex A. 

 A
- e

B (14)

 

Since B+ is an oxidizing agent relative to A (it has to be in order the ETC 

catalysis can occur), B+ once formed oxidizes A by the cross-redox reaction 3 

(2nd propagation step, homogeneous) that closes the cycle and drives the 
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isomerization reaction 2 if it is reversible (even if thermodynamically 

unfavourable!). 

B+ is also an oxidant of the initiator I (see the qualitative scale of the relative 

potentials of the redox couples), thus regenerating I+ and forming further B 

(back ET step 4, denoted by ). Moreover, if the process was initiated 

anodically, i.e., at the Eo(A+/A) potential (or close to it), B+ can be reduced at 

the electrode regenerating B (step 4). Therefore the process is clearly catalytic in 

electrons, following an  mechanism (notation proposed by Feldberg) and 

requiring only a catalytic amount of charge to be triggered. 

E

ECE

The Coulombic efficiency is defined as the number of molecules of B formed 

per electron transferred (or the number of moles of B formed per mole of 

electrons transferred, i.e., per Faraday) by the initiator (redox reagent or 

electrode).  

 

E0(B+/B)

E0(I+ / I)

E0(A+/A)

ECE

E

E

mechanism   

– initiation b ET (1)   

– back ET (or cross-ET) step f  the propagation (3 or 4)

C – chemical propagation step (2) 

 
Scheme 12 

 

In our case,16 Scheme 13, exhaustive CPE at the oxidation potential of the cis 

isomer (A), Eo (ciso/+), consumes only 0.018 F/mol, for its full conversion into 
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the trans isomer (B), what corresponds to a Coulombic efficiency of 1/0.018 = 

56 mol/F. 

The mechanism was investigated in detail by digital simulation of cyclic 

voltammetry, Figure 1a) as an example, that has allowed to estimate the various 

rate constants involved. The low value of S‡ (although with a high 

uncertainty) is suggestive that the isomerization could occur via an 

intramolecular twist rather than a dissociative (bond rupture) mechanism.16 

Multiple cyclic voltammetric scans clearly show the oxidative cis-to-trans 

isomerisation, Figure 1b).  

The relative stability of the two geometrical isomers and its variation upon 

oxidation have also been studied by quantum chemical calculations17 that 

corroborate the observed electrochemical behaviour. 

 

 
Scheme 13 
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= 0.8 V s-1

= 0.2 V s-1

A0/+ A0/+

A0/+
A0/+

B0/+

B0/+

B0/+

B0/+

B0/+A0/+

 
 a)     b) 

Figure 1 - a) Experimental (left) and simulated cyclic voltammograms of cis-
[ReCl(CO)(dppe)2]+ at 0.8 and 0.2 Vs-1. b) Multiple scans cyclic voltammetry. In 
CH2Cl2/0.2 M [NBu4][BF4]/Pt disc electrode, at -40 oC. Potentials in V vs. SCE. Waves 
I and II due to the oxidation of the cis and the trans complex, respectively. 
 

2.3.2. ETC catalytic ligand replacement. Coupling with 

organometallic catalysis 

Reactions involving more than one reagent – e.g. A and C to afford B and D 

equation (15) – can also be triggered by an ET according to an ETC catalytic 

process, as shown by the general Scheme 14. They concern the case of 

oxidative initiation, but the reductive initiation could be treated similarly. 

 

 A  +  C -e B  +  D (15)
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ECE mechanism 

Scheme 14  
(for the meaning of the steps and the order of the redox potentials, see Scheme 12) 

 

Scheme 14, apart from requiring a second reagent (C) and leading to a second 

product (D), has good analogies with the simpler and previous one, 12, and will 

not be discussed now in detail. It is possibly sufficient to indicate that 1 is the 

oxidative initiation step (in the same way as previously), 2 is the first 

propagation step (homogeneous) giving one of the products), 3 and 4 are 

further propagation steps, the former (homogeneous) by cross-redox reaction 

(B+ has to be a better oxidant than A+) that drives 2 if it is reversible (it can be 

thermodynamically unfavourable) and the latter 4 by ET with the initiator (B+ 

oxidizes homogeneously the reduced form I) or by ET with the electrode 

(heterogeneous). 

The general Scheme 14 can be adapted to a ligand replacement reaction by 

considering that C is the incoming ligand and D is the displaced one. Let us 

apply it to an interesting case involving also organometallic catalysis in which 

the chemical catalyst is quickly generated in situ by ETC ligand exchange 

catalysis. This occurs in the fast polymerization of 1-alkynes by 

[W(CO)3(NCMe)3] in the presence of a small amount (one-tenth molar ratio) of 

the ferricinium salt [FeCp2]+[PF6]- (the reaction is practically instantaneous with 

the initiator, while it takes one week in its absence).18 
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By following the above described ETC catalytic mechanism, triggered by the 

oxidative initiation step 1 by ferricinium, for the sequential replacement of two 

acetonitriles by two alkynes (weaker electron-donors), Scheme 15, there occurs 

a fast generation of the active species [W(CO)3(HC CR)2(NCMe)] denoted, in 

a simplified way, by M(HC CR)2, which acts as the catalyst for the alkyne 

polymerization according to a Katz “metathesis-like” mechanism, represented 

in Scheme 16, involving insertions of the alkynes into the metal-carbene double 

bonds. 
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3 2
18-e 17-e

e
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The authors18 have thus achieved, in an ingenious and advantageous way, 18 to 

couple ETC catalysis and organometallic catalysis. Other possibilities and 

combinations are worthwhile to be further investigated. 

 

2.4. FINAL REMARKS 

We have shown illustrative cases on the basis and understanding of 

Electrocatalysis, as well as on its synthetic applications namely in Coordination 

and Organometallic Chemistries. 

By using a mediator, it is possible, in a catalytic way, to inject (or abstract) an 

electron to (or from) a system which is thus activated towards further reactions 

with synthetic significance. 

The electron itself can act as a catalyst in the catalytic cycle that it initiates. 

Any of the main types of Electrocatalysis, i.e. either the mediated ET catalysis 

or the ETC catalysis, can promote reactions against the thermodynamic 

potential gradient and opposing the thermodynamic equilibrium constant, thus 

showing a kind of “magic” behaviour. 

The mediator and the electron appear as magic agents (“magic wands”) that 

induce unfavourable behaviours, apparently (but not in reality) in contradiction 

with Thermodynamics, and the Electrocatalysis evolves as an “Electronic 

Magic” to add to other much more popular magic forms such as Natural, White 

or Black Magics… 

“E-Magic” Catalysis thus feeds our childhood dreams of making impossible 

things to happen! Isn’t this a marvellous mystery that deserves to be further 

explored? 
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1. EXPERIMENTAL DESIGN 

Alberto Canelas Pais 
Departamento de Química da Universidade de Coimbra, Rua Larga, 3004-535 Coimbra, 

Portugal 
 

In Chemistry, many tasks possess well defined objectives and the variables 

upon which control may be exerted are easy to identify. At the same time, many 

processes are too complex to tackle using first principles. One of the areas in 

which these statements apply is chemical synthesis. A black-box approach, see 

Figure 1, may provide significant insight into the process, a rationale for the 

observations and is often the only way to circumvent less controlled effects.  

 

Process/system

F1

F2

Fn

.

.

.

R1

.

..

Rm  
Figure 1 - The blackbox view of a process or a system. Factors, F, control the output or 
system responses, R. Usually, n >> m. 
 

Experimental design consists of planning having in view the optimisation of the 

process. It is thus directly connected with carrying out experiments so as to 

identify the most relevant factors, the interaction effects and, finally, choose the 

best values for the operation variables (the degrees of freedom of the process). 

It embodies classical chemometrics1, and has a variety of applications from 

analytical chemistry2 to industrial catalysis3 or pharmaceutical development4, 

not to mention other, totally disparate, sciences. 

Methods can be divided using a number of different criteria, but for the 

experimentalist one of the key issues is the number of experiments that are 
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necessary. In some approaches it is not possible to make an estimate of the 

number of trials that will ultimately lead to the outcome, which consists either 

of a deeper understanding of the process, many times in the form of a model, 

or simply establishes the best conditions for operation. Many methods are 

essentially directed at finding extrema for the response variable(s), using the 

degrees of freedom as factors or independent variables. They do not provide an 

overall description of the system, and the number of experiments is governed 

by a convergence criterion. This makes it difficult to estimate the workload 

involved in the optimisation, and each experiment is the result of previous 

experiments. However, the degree of proximity to the optimal solution is, in 

principle, arbitrarily large. Other methods rely on a set of well defined 

experiments that often are capable of making a screen of factors and providing 

the optimal solution, being sometimes called simultaneous methods. These 

approaches usually rely on simple models that, in some cases, are not adequate 

to the process. This may result both in poor description and in poor 

optimisation. To circumvent such shortcomings approaches are also devised. 

They rely on a simple rule: the larger the number of experiments, the more 

complex may the model be and the best is the system described. This rule 

possesses a counterpart: for a limited number of experiments the description of 

the process is of a lesser quality, but the cost of the design is also lower. 

In what follows, we will present a brief overview of some methods used in the 

optimisation of chemical processes, with a definite emphasis on factorial 

design. 

 

1.1. GENERAL ASPECTS 

An optimisation procedure relies on the description of the system on the basis 

of a response or responses determined by a set of factors (see Figure 1). These 

factors must be carefully selected according to some criterion. The 

experimentalist’s previous experience is clearly a major asset for this choice. 
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1.2. SIMPLEX OPTIMISATION 

The simplex methods are based on an initial design of k+1 trials, where k is the 

number of variables. A k+1 geometric figure in a k-dimensional space is called 

a simplex. The corners of this figure are called vertices (see Figure 2). 

 

x2

1

2

3
4

worst

value

new

determination

x1  
Figure 2 - A schematic description of the initial simplex in two-dimensions, and the 
direction of search for the next step. 
 

With two variables, the first simplex design is based on three trials, for three 

variables it is four trials, etc. This number of trials is also the minimum for 

defining a direction of improvement. Therefore, it is a timesaving and 

economical way to start an optimization project. 

After the initial trials the simplex process is sequential, with the addition and 

assessment of one new point at a time. The simplex searches systematically for 

the best (higher or lower depending on what is being searched) values of the 

response. The optimization process ends when it is sufficiently close to the 

optimum. The simplex algorithm advances such that the test point with the 

least favourable response value in the current simplex is discarded, and a new 

set of control variable levels (the word level denotes a specific value of a 
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controlled variable) is calculated, by reflection into the control variable space 

opposite this undesirable result. The new trial replaces the least favourable one 

in the simplex. This leads to a new least favourable response in the new simplex 

that, in turn, leads to another new trial, and so on. At each step one moves 

away from the more undesirable conditions. Naturally, one can never return to 

control variable levels that have just been rejected. Without this second rule, the 

simplex would just oscillate between the two control variable levels if the 

calculated reflection in the control variables produces a least favourable result. 

The problem is eliminated by choosing the second best condition and moving 

away from it. 

Basic simplex optimisation relies on a fixed length for the side of the  

(hyper-)triangle, which is reduced when new points produce some rotation 

about a central point. The process is halted when this rotation occurs for a very 

short radius, which indicates proximity with the optimal conditions.  

A number of more efficient procedures have been offered in which the size of 

the simplex is modified in the course of the search. It should be mentioned, 

however, that in most of these methods an increased efficiency is usually 

obtained at the expense of robustness.  

The method and its variants have the significant advantage of being direct 

search methods, i.e., they do not require a model or parameter estimation. 

However, the usually high number of experiments to achieve convergence, and 

the fact that the number of experiments is not known a priori, may discourage 

their use.  

 

1.3. FACTORIAL DESIGN 

Factorial design is based on systematic changes in the factors (variables, degrees 

of freedom) that allow an assessment of the respective influence upon the 

response. Designs based on two levels for each factor, sometimes called 
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screening designs, are very common. They correspond to the full factorial 

design at two levels and rely on performing 2k experiments, where k is the 

number of factors. Unlike other areas, in factorial design the number of 

parameters in a function that relates factors and response may be very close or 

equal to the number of experiments.  

Factorial design has several important features. First, it has great flexibility for 

exploring or enhancing the signal or response in experimental studies. 

Whenever we are interested in examining variations in the degrees of freedom, 

factorial designs should be strong candidates as the designs of choice. Second, 

factorial designs are efficient. Instead of conducting a series of independent 

studies we are effectively able to combine these studies into one. Finally, 

factorial designs are the only effective way to examine interaction effects. Also, 

they allow for a set of experiments conducted within operational conditions 

that are chosen in advance, and do not result from previous experiments. This 

is especially convenient when one is faced with experimental restrictions. 

 

1.3.1. The main effect 

A main effect is an outcome that is a consistent difference between levels of a 

factor. It is calculated from the effect of a single factor, i.e., the difference in 

the response at the two levels of this factor, for each level of the others.  

 

1.3.2. The interaction 

Factorial designs would be useful, even if only the main effects would be 

assessed. However, because of the way we combine levels in factorial designs, 

they also enable us to examine the interaction effects that exist between factors. 

An interaction effect exists when differences on one factor depend on the level 

you are on another factor. It is important to recognize that an interaction is 

between factors, not levels.  
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1.3.3. How to proceed 

Let us assume that we have two variables in the process (e.g. pressure and 

temperature). A full factorial design of two levels would require 22 experiments 

(see Figure ), and would allow to establish a function with up to 4 parameters. 

In a black-box study, the obvious choice is 

3

 

211222110 xxaxaxaaR      (1) 

 

where R is the value of the system response, and x1 and x2 denote the two 

factors. The first problem is to set the values of the two levels for each of the 

variables, whose combination defines the four experiments. This is often based 

on the definition of a meaningful range, within the usual operational conditions. 

In the above example, the two temperatures and the two pressures would be 

chosen within equipment restrictions and based on previous experience in 

similar systems.  

 

 
Figure 3 - Scheme for a two-factor, two-level design. Also indicated is the most 
common coding scheme. 
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The next step is to carry out the experiments, with two or three repetitions in 

all or most combinations of levels, so as to obtain a set of responses. See Table 

1 for a numerical example.  

The parameters in Equation (1) can be determined directly on the basis of this 

Table. The procedure corresponds essentially to a simple least squares fit to the 

data. The actual values of the variables are input and all the 8 responses (or 4 if 

we use the average for each combination of the levels) used in the fitting. This 

is a useful way to predict optimal values for the temperature and pressure so as 

to obtain the maximum yield. Equation (1) now naturally takes the form 

 

TPaPaTaaR 12210       (2) 

 

and the optimum (it can also be a minimum! ) comes from the system 

0

0

P
R
T
R

        (3) 

which gives T=-a2/a12 and P=-a1/a12. Unfortunately, this approach does not 

provide a significant insight in the importance of the factors or the interaction. 

An alternative is to use coded levels, i.e., the actual values of the independent 

variables are replaced by another representation of the lower and upper level. A 

frequent coding scheme is to use -1 for the lower level and +1 for the higher. 

There are significant advantages in this scheme. Firstly, a0 corresponds to the 

central point in a centred design, thus being given by the average value of the 

experiments in each level. Secondly, the inspection of the relative values of the 

remaining coefficients is sufficient to present a first notion of the relative 

importance of the factors and of the interaction for the chosen intervals. 

Thirdly, it is very easy to transform back to the original variables. If these, on 

the other hand, are used for the least-squares procedure, the coefficients are 
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strongly dependent on their actual values and do not directly reflect the 

importance of the factors. The constant is also meaningless. A fourth aspect 

that should not be neglected is related with the use of qualitative factors. It is 

hard to include a catalyst, an action (e.g. agitate, pulverize or not), etc. in a 

numerical treatment. However, it can be easily done if the absence of a catalyst 

is denoted as -1, and its presence as +1, or if catalyst A is given as -1 and 

catalyst B as +1. Naturally, when qualitative factors are introduced something is 

lost: the ability to estimate optimum conditions involving all the variables. 

Optimization is now restricted to situations in which these qualitative factors 

are frozen. 

 

TABLE 1 - Results for a chemical reaction in which two factors have been 
controlled, pressure and temperature. Two repetitions are indicated for each 
combination of the levels. 

Experiment Temperature/ºC Pressure/bar Yield/% 

1 40 5 90.5, 91.2 

2 40 10 94.5, 93.9 

3 80 5 89.5, 88.3 

4 80 10 90.2, 90.8 

 

1.3.4. The algorithm 

In a more mathematical sense, parameters a
i
 and ai,j,.. .correspond to the main 

effects of factor i and the interaction between factors i, j, etc. Following our 

two-level two-factor scheme, the main effect of the temperature would 

correspond simply to the average of the effects (i.e. the result of changing) this 

variable at the two levels of the pressure. In a obvious notation 

 

24131 2
1 RRRRa       (4) 
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with a similar expression for the main effect of pressure. The interaction can be 

expressed as 

 

324112 2
1 RRRRa       (5) 

and is given by the difference between the value of the effect of T for the lower 

level of P to this effect for the higher level. The above equations show that 

both the main effects and the interaction resort to all the system responses. 

There is a more systematic approach (see for example Reference 1) to the 

calculation of parameters in Equation (1). It can also be extended to any model 

of the same type. We note that such models rarely go beyond squared 

dependences on one factor or interactions between sets of three factors. 

Firstly we build a matrix that describes the sets of experiments, D, and the 

column vector of the corresponding responses, R, for example 

           

8.90
2.90
3.88
5.89
9.93
5.94
2.91
5.90

11
11
11
11
11
11
11
11

RD

 
 

The matrix D is then enlarged to matrix X, closely following the order of 

parameters in the model function. For expression (1) the expanded matrix 

would have in the first row unitary values, in the second the values of the levels 

in factor 1, the third would be given by the values of levels for factor 2 and the 

fourth would be products of the values of factor 1 and 2. 
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1111
1111
1111
1111
1111
1111
1111
1111

X

 
 

In case the function comprises squares of the factors there would be rows with 

squares of the values of the levels, etc. Recall that both coded levels or the 

actual values of the variables can be used. A simple succession of matrix 

operations  

 

8000
0800
0080
0008

' XX

                    5.3
9.9

3.11
9.728

' RX

 

44.0
24.1
41.1
11.91

'' 1 RXXXa

 
 

would lead to the final model 

 

2121 44.024.141.111.91 xxxxR  
 

This succession is implemented more easily using a package such as Matlab or 

similar (Octave, Scilab, etc.) but it can also be easily developed by means of a 
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spreadsheet. For example, the functions Transpose, Matmult, Invert would 

make most of the work resorting to Excel. 

 

1.3.5. The analysis 

The analysis is not as trivial as the development of the method, but usually the 

amount of information that is obtained is worth the effort. The idea is to 

answer questions such as: 

• what factors are relevant?   

• how do they affect the response?   

• do they interact and how?   

• can the model explain the results?   

• is the model really adequate?   

Once again, it should be stressed that such questions are better answered on the 

basis of coded levels. 

The relevance of the factors can be assessed, on a first attempt, using the 

relative values of the respective coefficients. This is sufficient in most problems 

(see below). It also allows to have an idea if the interaction is significant or not. 

The way they affect the system response is not as obvious: a negative value of 

the main effect would suggest a decrease in the response when we move to the 

upper level, but the interaction effect may alter this view. For the simple two-

level/two-factor scheme it is possible to combine the main effect of one factor 

with the interaction and have 

 

R=a0+(a1+a12x2)x1+a2x2       (6) 

 

This clearly highlights what has previously been mentioned: the interaction is 

the alteration in the main effect caused by a change in level of the other factor. 
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It also gives a way to directly vary the main effect, but such a procedure 

becomes cumbersome for complex models. 

A more accurate way to look into the significance of the factors is to use, for 

example, t-statistics. 

The procedure is again, straightforward5: 

1. Calculate the matrix 1´b XX   

2. Calculate the error sum of squares between the values predicted by the 

model and the actual experimental values 
 

2

1
sexperiment of nº

i modeliresidual RRS ; 

 

3. Calculate the mean, dividing S
residual

 by the number of degrees of 

freedom available for testing the fitting, i.e., the total number of experimental 

points minus the number of parameters 
 

 parameters of nº- sexperiment of nºresidualSs ; 

 

4. For each of the parameters in the model, take the appropriate diagonal 

element, b
ii
 from the matrix of step 1; this corresponds to the variance,  

associated to each parameter a;  

5. For each coefficient calculate   / sat ; naturally, higher values of 

this ratio correspond to more significant coefficients;  

6. Obtain the statistical significance from a two-tailed t distribution.  

Note that the concept of a more significant coefficient does not overlap with 

that of a coefficient that strongly influences the process, as derived from the 

simple assessment of magnitude. A significant coefficient is one for which the 

uncertainty is small, but it may at the same time be irrelevant to the process. 
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This means that the two observations have to be coupled for a correct 

interpretation. 

A standard ANOVA procedure would convey more information, mostly in 

what concerns the adequacy of the model and the relevance of the regression 

(see e.g., Reference 4). It is often the case that the regression is significant, i.e., 

the procedure explains most of the variations in the process and, even for 

simple models, experimental responses are approached. A common conclusion 

is also that the model is not (at least not fully) adequate. This poses a problem: 

should we look for a better objective function?  In what follows we approach 

the question of how to either simplify or improve the quality of the model. 

However, in most cases if the predictive capabilities or the information 

conveyed for rationalization are deemed sufficient, the inadequacy of the model 

as extracted from the ANOVA procedure may not be an issue. 

 

1.3.6. Simpler or more complete models?  

Sometimes, the performance of our models is really low and we have no 

alternative but to improve the corresponding capabilities for the description of 

the process. In the type of models described above, the improvement may be 

carried out in a more or less systematic way. Essentially, the sequence would be 

to consider first main effects, then two-way interactions, squares of main 

effects, three-way interactions, etc. All the procedure of extension must follow 

in a very careful way. It is well known in general least squares doctrine that 

increasing the number of parameters increases the quality of the fitting, but it 

also makes the model more unstable towards both interpolation and 

extrapolation. Also, parsimony criteria should be included to establish how 

much is gained with a new parameter. Naturally, the number of experiments 

must concomitantly increase. In factorial design it is relevant that the 

information conveyed by the new experiments be used in conjunction with that 

previously determined. The so-called central composite design is a natural 

579 
 



extension of the full 2k factorial approach. Figure  depicts that approach for 

the two-factor case, but extrapolation for higher-dimensional problems is 

straightforward. A central experiment is placed in the center of the design, 

which is extremely useful to control the curvature of the response surface. The 

description is also improved because intermediate points, slightly displaced to 

introduce clear new levels, are placed midway between the two levels in each 

factor. 

4

 

 
Figure 4 - Central composite design for a two-factor process. The new experiments (in 
black) are indicated on top of the previous 22 (grey) indicated in Figure 3. All these 9 
levels belong to the improving scheme. 
 

Note that 9 types of experiments allow for the use of a 9 parameter expression, 

but a more conservative choice is probably sufficient,  
 

2
222

2
111211222110 xaxaxxaxaxaaR     (7) 

 

Sometimes the number of factors is high, and a full factorial 2k design requires 

an excessive number of experiments. There are several schemes to reduce this 

number. A popular one is the Plackett-Burman (PB) plan, which relies on 

statistics and combinatorial analysis. Only the main effects are determined in 
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this plan. For this type of analysis, the term ’screening design’ is much more 

adequate than for factorial plans in general. It refers, in this case, to an 

experimental plan that is intended to find the few significant factors from a list 

of many potential ones, or identify significant main effects, rather than 

interaction effects. 

The scheme was described in 1946, when R.L. Plackett and J.P. Burman 

published their famous paper “The Design of Optimal Multifactorial 

Experiments” in Biometrika (vol. 33). This paper describes the construction of 

very economical designs with the run number a multiple of four (rather than a 

power of 2). PB designs are very efficient screening designs if the main effects 

are considered dominant or interactions negligible. However, main effects are 

in general heavily confounded with two-factor interactions. The PB design in N 

runs, for example, may be used for an experiment containing up to N-1 factors. 

A test plan of this type, with seven factors is shown in Table 2. 
 

TABLE 2 - Plackett-Burman plan for seven factors. 

Entry A B C D E F G 

1 + + + - + - - 

2 + + - + - - + 

3 + - + - - + + 

4 - + - - + + + 

5 + - - + + + - 

6 - - + + + - + 

7 - + + + - + - 

8 - - - - - - - 
 

The calculation of the main effects is conducted by adding the measurements, 

with the signs listed in the columns, and the sum is divided by four. 
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1.3.7 Incorporating restrictions 

Restrictions in factorial design are usually introduced without difficulty. These 

are of different types, and may affect the controlled variables or the response. 

An example of the former is the use of mass or molar fractions in mixtures. Let 

us take the simple example of Equation (1) and assume that the variables x1 and 

x2 are the molar fraction in some binary mixture. Then 

x1+x2=1 

which means that the independent term, a0, can be written as  

which translated in the model yields 

210 xxa

 

2112220110 xxaxaaxaaR )()(  

being equivalent to write 
 

21122211 xxaxaxaR ''  

i.e., the model no longer possesses the independent parameter. For restrictions 

upon the response, especially for restrictions upon the respective domain other 

approaches must be used. A common situation is having the response 

expressed in percentage, limited to the 0-100% range. In this case, one 

possibility is to rewrite the model in terms a 100% response6,7 
 

100=a0+a1x1+a2x2+a12x1x2 

 

especially if an optimization is being conducted. As such, there will be a range 

of x1 and x2 (now depending functionally on each other) values that may be 

used in predicting the maximum output. Practical considerations, e.g. in terms 

of the experimental limitations, will provide a guide for selecting appropriate 

values of the variables that can be used to test the validity of the prediction. 
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1.3.8 A case study 

In what follows we describe a practical application of factorial design in 

hydroformylation reactions (this example is described in detail in reference 7). 

The controlled variables are the ligands used (2 different molecules), 

temperature and pressure. The response is the fraction of branched aldheyd 

obtained. A full 23 factorial design on these variables has produced the results 

depicted in Table . 3

 

TABLE 3 - Coded values of controlled variables, D, in the order temperature, 
pressure and ligand, and responses, R, for the hydroformylation example. 
 

0.82
4.81
0.86
0.87
2.91
2.90
0.90
3.59
7.67
0.83
4.72

111
111
111
111
111
111
111
111
111
111
111

RD
 

 
 

The actual determination of the parameters, and the respective characterisation 

was made using the Octave (essentially also compatible with Matlab) program 

shown in the Appendix, in which some efficiency is lost for the sake of clarity. 

From Table 4 it is seen that both pressure and temperature are important 

variables in the process, but the direct effect of the ligand is negligible: the 

respective coefficient cannot be distinguished from zero. However, the effect 

of the ligand is clearly dependent on temperature as can be extracted from the 

583 
 



interaction coefficient aLT, while the interaction with pressure, from aLP is less 

significant. A visible interaction between ligand structure and temperature can 

be related to the differential flexibility of the chelate rings.  

 

TABLE 4 - Values of coefficients, t and probability for a Student’s t-test. Only 
main and two-variable interaction effects are considered. 

Coefficient Value t Probability/% 

 79.1 95.7 >99.9 

  

 

8.5 10.3 >99.9 

 

-5.3 6.4 99.7 

 

-0.1 0.1 5.6 

 

1.8 2.2 90.3 

 

-2.7 3.4 97.2 

-0.6 0.7 49.9 

  
A standard analysis using ANOVA was also carried out on this design (Table 

5). It indicates that, although the model is not fully adequate, it is still highly 

significant and explains the major part of the deviations from the 

corresponding mean values.  

 

TABLE 5 - Analysis of variance in the case study. 

 
Degrees of 

freedom 

Sum of 

squares 
Mean square F Significance/% 

Total 10 1057.5 <0.1 

Regression 6 1030.4 171.7 190.8  

Residual 4 27.1 6.8  

Lack of fit 1 24.4 24.4 27.2 <5 

Pure error 3 2.7 0.9  
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Appendix 

Program used for the analysis of data in Table 3, producing the results in 

Tables 4 and 5. Please note comments along the lines. The notation used in the 

calculations is standard. 
%number of parameters for model
% R=ao+a1x1+a2x2+a3x3+a12x1x2+a23x2x3+a13x1x3 
nparam=7
% number of different experiments, including 
% repetitions 
nexp=11
% calculation of degrees of freedom 
dgf=nexp-nparam
ndif=8 % number of different experiments 
dgfregr=nparam-1
dgfresid=dgf
dgferr=nexp-ndif
dgflof=dgfresid-dgferr
x = [ 1,-1,-1,-1,+1,+1,+1; 
1,-1,-1,+1,+1,-1,-1;
1,-1,+1,-1,-1,-1,+1;
1,-1,+1,+1,-1,+1,-1;
1,+1,-1,-1,-1,+1,-1;
1,+1,-1,-1,-1,+1,-1;
1,+1,-1,+1,-1,-1,+1;
1,+1,+1,-1,+1,-1,-1;
1,+1,+1,-1,+1,-1,-1;
1,+1,+1,+1,+1,+1,+1;
1,+1,+1,+1,+1,+1,+1 ] 
y = [ 72.4; 
83.0;
67.7;
59.3;
90.0;
90.2;
91.2;
87.0;
86.0;
81.4;
82 ]
% calculation of model 
% parameters 
b = inv (x’*x) 
a = b*x’*y
% determination of the significance 
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f = x*a 
s = sum(x*a,2) 
df1=(s-y)
df2=df1’
ss=df2*df1
s=ss/dgf
v=diag(b)
sv=sqrt(s*v)
t=a./sv
conf=100*(t_cdf(abs(t),dgf));
conf=2*conf-100 % degree of confidence 
teste=x*a % check on the model
% ANOVA analysis for lack-of-fit (lof) and regression
% (regr). 
averagey=sum(y)/nexp;
dif1=(y-averagey);
sstotal=dif1’*dif1
dif2=(teste-y);
dgfresid
ssresid=dif2’*dif2
msresid=ssresid/dgfresid
dgfregr
ssregr=sstotal-ssresid
msregr=ssregr/dgfregr
yrep=[ 72.4;
83.0;
67.7;
59.3;
90.1;
90.1;
91.2;
87.5;
87.5;
81.7;
81.7
];
diferr=y-yrep;
dgferr
sserr=diferr’*diferr
mserr=sserr/dgferr
F1=msregr/mserr
dgflof
F1teor=f_cdf(F1,dgfregr,dgferr)
sslof=ssresid-sserr
mslof=sslof/dgflof
F2=mslof/mserr
F2teor=f_cdf(F2,dgflof,dgferr)
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